AN ASYMPTOTIC ANALYSIS OF THE PERIOD-DOUBLING SECONDARY BIFURCATION IN A FILM/SUBSTRATE BILAYER
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Abstract. It has previously been observed experimentally and simulated numerically that when a thin film bonded to a much softer substrate is subjected to a uni-axial compression parallel to the interface, the initial buckled pattern will suffer a secondary bifurcation that doubles the period of the original pattern when the compressive strain reaches a critical value. This period-doubling phenomenon is analyzed in this paper using an asymptotically self-consistent approach based on the exact theory of nonlinear elasticity. The predicted critical strain based on a four-term expansion shows good agreement with that obtained using fully numerical simulations, and it is demonstrated that four is the minimum number of terms that should be included in order to give realistic predictions. Although our illustrative calculations are conducted for neo-Hookean materials, the proposed approach can deal with any material models and can be extended to higher orders.
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1. Introduction. Strain-induced pattern formation, traditionally referred to as buckling, which is usually undesirable in engineering applications, is now recognized to have applications at the micrometer and submicrometer scales ranging from cell patterning, optical gratings, and creation of surfaces with desired wetting and adhesion properties, to metrology of ultrathin film properties; see Bowden et al. [2, 3], Li et al. [12], and the references therein. As a result, microstructures forming on a hard thin film that is bonded to a soft substrate have received a lot of attention in recent years. Of particular interest is the period-doubling secondary bifurcation that has been observed experimentally by Pocivavsek et al. [15], Brau et al. [4], and Sun et al. [16], and numerically simulated by Sun et al. [16], Cao and Hutchinson [8], and Budday, Kuhl, and Hutchinson [5]. This phenomenon has also been analyzed theoretically based on various approximate theories by Brau et al. [4], Zhao et al. [17], and Zhuo and Zhang [18]. Although successful at providing important first insight into the period-doubling phenomenon, justification of the various assumptions behind these approximate theories can be very subtle [7, 1], and their self-consistency in the asymptotic sense remains unclear. Thus, it is not entirely unexpected that the analysis of Brau et al. [4] predicts nonexistence of period-doubling if the substrate is incompressible, which contradicts the results from fully numerical simulations given by Cao and Hutchinson [8] and Zhao et al. [17]. In this paper we examine the period-doubling phenomenon based on the exact theory of nonlinear elasticity without making any approximating assumptions about the interfacial conditions or the nonlinear behavior of the bilayer structure. Our only approximation is that the primary buckled state can
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be described by a weakly nonlinear analysis (Cai and Fu [6], hereafter referred to as CF), but we take into account the fundamental buckling mode and its harmonics up to and including at least the third order and justify the assumption asymptotically a posteriori. We use the dynamical systems approach, as in [4]; this contrasts with the energy approach favored in the other theoretical studies.

The rest of this paper is organized as follows. Our point of departure is our previous paper CF, where an exact weakly nonlinear postbuckling analysis was conducted to determine the critical ratio of shear moduli below which the primary bifurcation is subcritical (and so is sensitive to imperfections; see also Hutchinson [11]). Although the dynamical systems theory view of period-doubling is now classical and can be found in, for instance, Nayfeh and Mook [13], it would be instructive to summarize its methodology through a simple example before we apply it to the incremental equations relevant to our current problem. This is done in the next section, which is then followed in section 3 by a summary of the incremental equations derived from nonlinear elasticity theory. We look for an asymptotic solution for the threshold stretch associated with period-doubling in terms of a small parameter that characterizes the deviation of the stretch from its critical value corresponding to the primary bifurcation. The first term in the asymptotic expansion is the buckling stretch at which the mode with twice the period of the primary buckling mode can bifurcate from the uniformly stretched state. The next three terms are derived in sections 4 and 5, with illustrative numerical results presented in section 6 and compared with existing results from experimental studies and numerical simulations. The paper is concluded with a summary and a brief discussion of the effects of higher-order terms.

2. Formulation and solution strategy. We consider an elastic body $B$ which consists of a finite-thickness layer of hard material bonded to a (semi-infinite) substrate of soft material. We assume that $B$ possesses an initial unstressed configuration $B_0$. A purely homogeneous static deformation is imposed upon $B_0$ to produce a finitely stressed equilibrium configuration denoted by $B_e$. In our illustrative calculations this homogeneous deformation is assumed to be a uniaxial compression parallel to the interface. We do not consider a prestretch in the substrate before it is bonded to the layer, but our formulation can easily be modified to take into account this extra feature. When the homogeneous deformation reaches a critical level, the bilayer may prefer to buckle into an inhomogeneous configuration, denoted by $B_t$, in which the extra deformation is sinusoidal in the direction parallel to the interface and decays to zero exponentially away from the interface into the substrate. The position vectors of a representative material particle relative to a common coordinate system are denoted by $X$, $x$, and $\tilde{x}$, with components $X_A$, $x_i(X_A)$, and $\tilde{x}_i(X_A)$ in $B_0$, $B_e$, and $B_t$, respectively. In terms of $x$, the bilayer structure is defined by

\begin{equation}
0 \leq x_2 \leq h \quad \text{for the layer} \quad \text{and} \quad -\infty < x_2 \leq 0 \quad \text{for the substrate},
\end{equation}

with the other two coordinates both varying between $-\infty$ and $\infty$. The constant $h$ in the above equation thus denotes the layer thickness in $B_e$.

We write

\begin{equation}
\tilde{x}(X) = x(X) + \epsilon u(x),
\end{equation}

where $\epsilon u$ denotes the displacement vector field associated with the deformation from $B_e$ to $B_t$, and $\epsilon$ is a small positive parameter characterizing the amplitude of this deformation. Throughout this paper, the incremental deformations are assumed to be plane-strain, so that here $u_3$ is zero and $u_1$ and $u_2$ are independent of $x_3$. 
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Denote by $\lambda$ the stretch in the above-mentioned uniaxial compression, and by $\lambda_{cr}$ its critical value at which bifurcation into a sinusoidal pattern first becomes possible. Denote the associated critical mode number by $k_{cr}$, and write

\begin{equation}
\lambda = \lambda_{cr} - \epsilon^2,
\end{equation}

where the small parameter $\epsilon$ is now given a definite meaning, and by choosing the sign in front of $\epsilon^2$ to be negative we have implicitly assumed that the bifurcation is supercritical; see CF. Note that in the bifurcation condition the mode number $k$ and film thickness $h$ appear through the product $kh$, and so if the critical stretch $\lambda_{cr}$ is attained at $kh = k_{cr}^{(0)}$, say, then we have $k_{cr} = k_{cr}^{(0)}/h$. Without loss of generality, we may choose $1/k_{cr}$ as the unit for $x_i$ and $u_i$ so that the mode number becomes unity, and in the subsequent analysis the (nondimensional) film thickness $h$ takes the value $k_{cr}^{(0)}$.

It was shown in CF that the postbuckling solution may be written in the form

\begin{equation}
\epsilon u(x) = \epsilon u^{(1)}(x) + \epsilon^2 u^{(2)}(x) + \epsilon^3 u^{(3)}(x) + O(\epsilon^4),
\end{equation}

where for the case when both the layer and substrate are made of a neo-Hookean material, CF gave explicit expressions for the functions $H, U^{(2,0)}, U^{(2,2)}$, and the amplitude $A$; in the above expressions, c.c. denotes the complex conjugate of the term immediately preceding it. More precisely, due to the translational invariance of the configuration $B$, with respect to $x_1$, it is $|A|^2$ that is determined. Thus, once $|A|^2$ is known for each specified $\epsilon$, $A$ can be taken to be purely real or purely imaginary without loss of generality. To compare with existing studies, we shall take $A$ to be purely imaginary so that the vertical displacement $u^{(1)}$ is proportional to $\cos x_1$. We observe that the amplitude of the second term on the right-hand side of (2.2) is proportional to $\sqrt{\lambda_{cr} - \lambda}$, which is typical of pitchfork bifurcations.

It turns out that for the purpose of predicting the threshold stretch for the secondary period-doubling bifurcation, the two-term solution given by CF is not enough, and we need to include terms at least up to order $O(\epsilon^3)$ in (2.4). Closed-form solutions for $u^{(n)}(x)$ ($n \geq 3$) are no longer possible, but fortunately these higher-order solutions can easily be determined with the aid of Mathematica [19]. A code has been written that can determine the postbuckling solution to any order; our calculations are only limited by the computing time and gradual loss of accuracy as we proceed to higher orders. To sketch the solution structure, we note that the $n$th term takes the form

\begin{equation}
U^{(n)}(x) = U^{(n,0)}(x) + \sum_{k=1}^{n} U^{(n,k)}(x) e^{ikx_1} + c.c.,
\end{equation}

where the vector functions $U^{(n,0)}, U^{(n,1)}, \ldots, U^{(n,n)}$ are determined using a standard perturbation procedure. It is observed that the problem for $U^{(n,1)}$ can be determined only if a solvability condition is imposed; this solvability condition would yield an
algebraic equation for the amplitude of $U^{(n-1)}$. Thus, to determine $u^{(3)}(x)$ completely, we need to solve the problem for $u^{(3)}(x)$ completely and the problem for $u^{(5)}(x)$ partially in the sense that we only need to obtain the solvability condition on the problem for $U^{(5)}$ in order to fix the amplitude of $U^{(3)}$. Finally, we remark that although, according to the above procedure, the solution for $u^{(2)}(x)$ should also contain the terms $U^{(2,1)}(x_2)e^{ix_1} + c.c.$, it is found from the solvability condition on $U^{(1)}(x_2)$ that these terms are in fact zero and are hence absent from (2.6).

To complete the description of the primary buckling solution, we assume that the pressure in $B_1$ associated with the constraint of incompressibility has the expansion

$$(2.8)\quad p = \bar{p} + (\epsilon P_1 + \epsilon^2 P_2 + \epsilon^3 P_3 + \cdots),$$

where the first term is the pressure in $B_c$ and the second part represents the expansion of the incremental pressure, the $P_n$ having a similar representation to the $u^{(n)}$ in (2.7).

Based on the existing experimental and numerical studies, we expect that as $\epsilon$ is increased to a certain threshold value, the above postbuckling solution will suffer a secondary period-doubling bifurcation. A subharmonic mode with mode number 1/2 will first appear and then grow at the expense of the primary buckling mode defined above. Our interest in the present paper is in the determination of the threshold value of stretch at which the subharmonic mode first appears. This aim will be achieved with the aid of the dynamical systems theory approach. Before proceeding to detailed derivations and calculations, we first summarize this methodology by deriving the counterpart of our results for the following Mathieu equation:

$$(2.9)\quad \ddot{w} + (\omega^2 + 2\epsilon a_1 \cos x_1 + 2a_0 \epsilon^2 + 2a_2 \epsilon^2 \cos 2x_1)w = 0,$$

where $w$ is a scalar function of the spatial variable $x_1$, a superimposed dot denotes differentiation with respect to $x_1$, the small parameter $\epsilon$ has the same meaning as in (2.3), and $a_0, a_1, a_2$ are known constants. The terms $2\epsilon a_1 \cos x_1$ and $\epsilon^2(2a_0 + 2a_2 \cos 2x_1)$ would mimic the leading- and second-order terms in the weakly nonlinear solution given by (2.4). The $\omega$ would play the role of the principal stretch $\lambda$. As is the case in all linear buckling analysis, (2.9) always has the trivial solution, but we are looking for the threshold value of $\omega$ at which a nontrivial periodic solution with period $4\pi$ can exist.

We thus write

$$(2.10)\quad \omega^2 = \frac{1}{4} + \epsilon \omega_1 + \epsilon^2 \omega_2 + \cdots$$

and look for a solution of the form

$$(2.11)\quad w = w_0(x) + \epsilon w_1(x) + \epsilon^2 w_2(x) + \cdots.$$ 

On substituting (2.10) and (2.11) into (2.9) and equating the coefficients of like powers of $\epsilon$, we obtain

$$(2.12)\quad \ddot{w}_0 + \frac{1}{4} w_0 = 0,$$

$$(2.13)\quad \ddot{w}_1 + \frac{1}{4} w_1 = -(\omega_1 + 2a_1 \cos x_1)w_0,$$

$$(2.14)\quad \ddot{w}_2 + \frac{1}{4} w_2 = -(\omega_1 + 2a_1 \cos x_1)w_1 - (\omega_2 + 2a_0 + 2a_2 \cos 2x_1)w_0.$$
As anticipated, the leading-order problem (2.12) has the general solution \( w_0 = c_1 \cos \frac{1}{2} x_1 + c_2 \sin \frac{1}{2} x_2 \), where \( c_1 \) and \( c_2 \) are constants. The right-hand side of (2.13) may then be written as

\[-(\omega + a_1)c_1 \cos \frac{1}{2} x_1 - (\omega - a_1)c_2 \sin \frac{1}{2} x_1 - a_1 c_1 \cos \frac{3}{2} x_1 - a_2 c_2 \sin \frac{3}{2} x_1.\]

To eliminate secular/resonant terms, or equivalently to ensure that \( w_1 \) is still periodic, we must impose the conditions

\[(2.15) \quad (\omega + a_1)c_1 = 0, \quad (\omega - a_1)c_2 = 0.\]

Two cases then follow. Either \( \omega = -a_1, \ c_2 = 0, \) or \( \omega = a_1, \ c_1 = 0. \) Taking \( \omega = -a_1, \ c_2 = 0, \) we obtain

\[(2.16) \quad w_0 = c_1 \cos \frac{1}{2} x_1, \quad w_1 = \frac{1}{2} a_1 c_1 \cos \frac{3}{2} x_1.\]

At the next order, elimination of secular terms from the solution for \( w_2 \) then yields

\[w_2 = -2 a_0 - 1 \frac{a_1^2}{2}.\]

In a similar fashion, the other choice \( c_1 = 0 \) would give the same value for \( w_2 \), although the corresponding \( \omega_1 \) is different. Thus, for this simple problem, the threshold value of \( \omega \) at which a period-doubling solution can emerge is given by

\[\omega = \frac{1}{4} \mp a_1 \epsilon - \left(2 a_0 + \frac{1}{2} a_1^2 \right) \epsilon^2 + O(\epsilon^3),\]

with the \( \mp \) signs corresponding to solutions that are in phase or out of phase, respectively, with the primary solution.

3. **Incremental problem for the secondary bifurcation.** We now superimpose on the configuration \( B_t \) another infinitesimally small incremental deformation and denote the resulting configuration by \( B_t^* \). The incremental equations are well documented; see, for instance, Ogden [14] or Fu and Ogden [10]. They are given by

\[(3.1) \quad v_{i,i} = 0, \quad \chi_{ij,j} = 0,\]

\[(3.2) \quad \chi_{ij} = A_{ijkl} v_{k,l} + p v_{j,i} - p^* \delta_{ji},\]

where \( \chi \) is the incremental stress tensor, \( v \) is the incremental displacement from \( B_t \) to \( B_t^* \), and \( p \) and \( p^* \) are the incremental pressure fields (associated with the constraint of incompressibility) from \( B_e \) to \( B_t \) and from \( B_t \) to \( B_t^* \), respectively. In the above equations, partial differentiations are with respect to the coordinates \( \tilde{x}_i \) in the buckled state \( B_t \) (which is the new basic state when considering incremental displacement \( v \)).

The traction-free boundary condition \( \chi n = 0 \) is applied at the image of \( x_2 = h \) in \( B_t \), which is now curved. Similarly, traction continuity at the interface corresponds to continuity of \( \chi n \) when evaluated at the curved interface in \( B_t \). We also note that the instantaneous elastic moduli \( A_{ijkl} \), which were first defined in Chadwick and Ogden [9], depend on the deformation from \( B_e \) to \( B_t \) and are therefore functions of \( \tilde{x}_1 \) and \( \tilde{x}_2 \).

It is clearly more convenient to work with the counterparts of (3.1) and (3.2) expressed in terms of the coordinates \( x_i \) (since, for instance, the free surface would...
simply correspond to $x_2 = \eta$). The required coordinate transformation is given by (2.2). Denoting by $V$ the matrix with components $V_{ij} = u_{i,j}$, we have

$$\frac{\partial}{\partial x_i} = \delta_{ij} \frac{\partial x_j}{\partial x_i} = (\delta_{ij} + \epsilon V_{ij}) \frac{\partial}{\partial x_j},$$

(3.3)

$$\frac{\partial}{\partial \tilde{x}_i} = (\delta_{ij} + \epsilon Q_{ij}) \frac{\partial}{\partial x_j},$$

where $Q_{ij}$ are the components of the cofactor matrix of $V$. In writing down the last equation, use has been made of the fact that the incremental deformation is also isochoric, so that the determinant of $I + \epsilon V$ is unity.

Expressed in terms of the coordinates $x_i$, (3.1) and (3.2) become

$$v_{i,i} + \epsilon Q_{ij} v_{i,j} = 0, \quad \chi_{ij,j} + \epsilon Q_{jm} \chi_{ij,m} = 0,$$

(3.4)

$$\chi_{ij} = A_{jik} (v_{k,i} + \epsilon Q_{lm} v_{k,m}) + p(v_{j,i} + \epsilon Q_{lm} v_{j,m}) - p^* \delta_{ji},$$

(3.5)

where here and hereafter a comma denotes differentiation with respect to the coordinates $x_i$ in $B_e$, and to simplify notation we have used the same letter to denote each function when expressed in terms of the new coordinates $x_i$.

We shall also need expressions for the normals to the free surface and interface in $B_t$. The free surface or interface has the parametric expression

$$\tilde{x}_1 = x_1 + \epsilon u_1(x_1, x_2), \quad \tilde{x}_2 = x_2 + \epsilon u_2(x_1, x_2),$$

where $x_2$ takes the value of $h$ or 0 for the free surface or interface, respectively. The normal in each case is then a multiple of $m \equiv (-\epsilon u_{2,1}, 1 + \epsilon u_{1,1})$, and so

$$n = \frac{m}{|m|} = \left(-\epsilon u_{2,1} + \epsilon^2 u_{2,1} u_{1,1}, 1 - \frac{1}{2} \epsilon^2 u_{2,1}^2\right) + O(\epsilon^3),$$

(3.6)

which is to be evaluated at $x_2 = h$ or 0. Finally, the elastic moduli $A_{jik}$ are given by

$$A_{jik} = \tilde{F}_{iA} \tilde{F}_{kB} \frac{\partial^2 W}{\partial F_{iA} \partial F_{kB}} \bigg|_{F = \tilde{F}},$$

where $F$ denotes the deformation gradient from $B_0$ to a general configuration and $\tilde{F}$ and $\tilde{F}$ are the deformation gradients from $B_0$ to $B_e$ and from $B_0$ to $B_t$, respectively. We thus have $\tilde{F} = (1 + \epsilon V) F$. The above expression needs to be expanded around $F = \tilde{F}$. In the general case, we assume that it is given by

$$A_{jik} = A_{jik}^{(0)} + \epsilon A_{jik}^{(1)} + \epsilon^2 A_{jik}^{(2)} + \cdots.$$

(3.7)

In the case of a neo-Hookean material, we have

$$A_{jik} = \mu \delta_{ik} \tilde{B}_{jli},$$

(3.8)

where $\mu$ is the shear modulus whose values for the layer and substrate are denoted by $\mu_l$ and $\mu_s$, respectively, and $\tilde{B}$ is the left Cauchy–Green strain tensor given by $\tilde{B} = F F^T$. From $B = (1 + \epsilon V) \tilde{B}(1 + \epsilon V^T)$, we may obtain the asymptotic expansion of $\tilde{B}$, and hence the expansion of $A_{jik}$.
Guided by the expansion (2.10), we now write

\[ \lambda = \lambda^*_\text{cr} + \epsilon \lambda_1 + \epsilon^2 \lambda_2 + \epsilon^3 \lambda_3 + \cdots, \]  

where \( \lambda_1, \lambda_2, \lambda_3 \) are constants to be determined and \( \lambda^*_\text{cr} \) is anticipated to be the critical stretch at which a mode with mode number 1/2 may bifurcate from the uniformly deformed state \( B_c \). If (3.9) is truncated at order \( \epsilon^3 \), then elimination of \( \lambda \) from (2.3) and (3.9) would yield a cubic equation for \( \epsilon \). Once \( \epsilon \) is found, the critical value of stretch for the period-doubling secondary bifurcation is then computed from \( \lambda = \lambda^*_\text{cr} - \epsilon^2 \).

In Table 1, we have listed values of \( \lambda^*_\text{cr} \) and \( \lambda^*_\text{cr} \) for a selection of ratios of the shear moduli \( \mu_H \) and \( \mu_s \). It is seen that when the ratio is greater than 100, \( \lambda^*_\text{cr} \) is greater than 0.96, whereas previously reported values of threshold stretch for period-doubling bifurcation are typically around 0.80. Thus, our approach will work only if \( \epsilon \) is small enough for the expansion (3.9) to be valid and at the same time large enough so that adding the \( \epsilon \)-dependent terms in (3.9) will produce the right reduction to bring \( \lambda \) down to a value close to 0.80. This turns out to indeed be the case.

It may be argued that (2.3) should be replaced by an expansion of the form \( \lambda = \lambda^*_\text{cr} - \epsilon^2(\lambda_1 + \epsilon \lambda_2 + \epsilon^2 \lambda_3 + \cdots) \), which is then truncated at the same order as (3.9) is truncated to ensure asymptotic consistency. However, once the calculations following this approach are completed, we can always replace \( \epsilon^2(\lambda_1 + \epsilon \lambda_2 + \epsilon^2 \lambda_3 + \cdots) \) by a new small parameter, \( \epsilon^2 \) say, and then express \( \epsilon \) asymptotically in terms of \( \bar{\epsilon} \). This manipulation then recovers what is presented above.

We are now in a position to look for an asymptotic solution of the form

\[ \lambda = \lambda^*_\text{cr} + \epsilon \lambda_1 + \epsilon^2 \lambda_2 + \epsilon^3 \lambda_3 + \cdots, \]  

where all the coefficients on the right-hand side can be expressed in terms of \( \lambda^*_\text{cr}, \lambda_1, \lambda_2, \ldots \) once the material model is known. For instance, when the material is neo-Hookean we have \( \bar{\rho} = \mu \lambda^{-2} \).

On substituting these expressions into (3.5), we obtain

\[ \chi_{ij} = \chi_{ij}^{(0)} + \epsilon (\chi_{ij}^{(1)} + M_{ij}) + \epsilon^2 (\chi_{ij}^{(2)} + N_{ij}) + \cdots, \]  

where

\[
\chi_{ij}^{(\alpha)} = A_{ijkl}^{(\alpha)} v_{k,l} + \bar{p}_0 v_{j,i}^{(\alpha)} - \bar{p}^{(\alpha)} \delta_{ji}, \quad \alpha = 0, 1, 2, \\
M_{ij} = A_{ijkl}^{(1)} Q_{im}^{(1)} v_{k,m} + A_{ijkl}^{(1)} v_{k,l}^{(0)} + \bar{p}_0 Q_{im}^{(1)} v_{j,m} + (\bar{p}_1 + P_1) v_{j,1}^{(0)},
\]

<table>
<thead>
<tr>
<th>( \mu_I/\mu_s )</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{cr} )</td>
<td>0.701</td>
<td>0.810</td>
<td>0.835</td>
<td>0.895</td>
<td>0.970</td>
<td>0.995</td>
</tr>
<tr>
<td>( \lambda^*_\text{cr} )</td>
<td>0.666</td>
<td>0.770</td>
<td>0.797</td>
<td>0.864</td>
<td>0.967</td>
<td>0.993</td>
</tr>
</tbody>
</table>
\begin{align*}
N_{ij} &= A_{ijkl}^{(0)}(Q_{lm}^{(2)}v_{k,m}^{(0)} + Q_{lm}^{(1)}v_{k,m}^{(1)}) + A_{ijkl}^{(1)}(v_{k,i}^{(1)} + Q_{lm}^{(1)}v_{k,m}^{(0)}) \\
&+ A_{ijkl}^{(2)}v_{k,i}^{(0)} + \tilde{\rho}_0(Q_{lm}^{(2)}v_{j,m}^{(0)} + Q_{lm}^{(1)}v_{j,m}^{(1)}) \\
&+ (\tilde{\rho}_1 + \tilde{P}_1)(v_{1,i}^{(1)} + Q_{lm}^{(1)}v_{j,m}^{(0)}) + (\tilde{\rho}_2 + \tilde{P}_2)v_{j,i}^{(0)}.
\end{align*}

On substituting (3.10) and (3.12) into (3.4) and equating the coefficients of like powers of $\epsilon$, we obtain the following:

(1) $O(\epsilon^0)$:
\begin{align*}
(3.13) \quad v_{i,i}^{(0)} &= 0, \quad \chi_{ij}^{(0)} = 0.
\end{align*}

(2) $O(\epsilon^1)$:
\begin{align*}
(3.14) \quad v_{i,i}^{(1)} &= -Q_{ij}^{(1)}v_{i,j}^{(0)}, \\
(3.15) \quad \chi_{ij}^{(1)} &= -M_{ij,j} - Q_{jm}^{(1)}\chi_{ij,m}.
\end{align*}

(3) $O(\epsilon^2)$:
\begin{align*}
(3.16) \quad v_{i,i}^{(2)} &= -Q_{ij}^{(1)}v_{i,j}^{(1)} - Q_{ij}^{(0)}v_{i,j}^{(2)}, \\
(3.17) \quad \chi_{ij,j}^{(2)} &= -N_{ij,j} - Q_{jm}^{(2)}\chi_{ij,m} - Q_{jm}^{(1)}\chi_{ij,m} + M_{ij,m},
\end{align*}
where
\begin{align*}
(3.18) \quad Q_{11}^{(a)} &= u_{2,2}^{(a)}, \quad Q_{12}^{(a)} = -u_{2,1}^{(a)}, \quad Q_{21}^{(a)} = -u_{1,2}^{(a)}, \quad Q_{22}^{(a)} = u_{1,1}^{(a)}, \quad a = 1, 2.
\end{align*}

Correspondingly, the traction vector $\chi n$ has the expansion
\begin{align*}
\chi_{ij}n_j &= \chi_{i2}^{(0)} + \epsilon \left\{ \chi_{i2}^{(1)} + M_{i2} + Q_{12}^{(1)}\chi_{i1}^{(0)} \right\} + \epsilon^2 \left\{ \chi_{i2}^{(2)} + N_{i2} + Q_{12}^{(2)}\chi_{i1}^{(1)} + M_{i1} \\
&+ (u_{2,1}^{(1)}u_{1,1}^{(1)} - u_{2,1}^{(2)})\chi_{i1}^{(0)} - \frac{1}{2}\chi_{i2}^{(0)}(u_{2,1}^{(1)})^2 \right\} + O(\epsilon^3),
\end{align*}
so that the traction-free boundary condition at $x_2 = h$ yields
\begin{align*}
(3.20) \quad \chi_{i2}^{(0)} &= 0, \quad x_2 = h, \\
(3.21) \quad \chi_{i2}^{(1)} + M_{i2} + Q_{12}^{(1)}\chi_{i1}^{(0)} &= 0, \quad x_2 = h, \\
\chi_{i2}^{(2)} + N_{i2} + Q_{12}^{(2)}\chi_{i1}^{(1)} + M_{i1} - \frac{1}{2}\chi_{i2}^{(0)}(u_{2,1}^{(1)})^2 \\
&+ (u_{2,1}^{(1)}u_{1,1}^{(1)} - u_{2,1}^{(2)})\chi_{i1}^{(0)} &= 0, \quad x_2 = h.
\end{align*}

Equations reflecting traction continuity at $x_2 = 0$ can be written down in a similar fashion. For instance, traction continuity at $x_2 = 0$ at order $\epsilon$ is given by
\begin{align*}
(3.23) \quad [\chi_{i2}^{(1)} + M_{i2} + Q_{12}^{(1)}\chi_{i1}^{(0)}]_{x_2=0} &= 0,
\end{align*}
where the square bracket notation is defined by
\begin{align*}
(3.24) \quad [G]_{x_2=0} = G|_{x_2=0^+} - G|_{x_2=0^-} \quad \forall \ G,
\end{align*}
with $0^+$ and $0^-$ signifying approaching 0 from the positive and negative sides, respectively.

The boundary value problem at order $\epsilon^2$ may be obtained in a similar fashion, but it is omitted here for the sake of brevity. We note, however, that it is this problem that determines $\lambda_3$, and it involves the third-order term $u^{(3)}(x)$ in the primary buckled solution (2.4).
4. Solution of the BVPs at different orders. We first note that the solution to the leading-order problem (3.13) subject to appropriate boundary and interface conditions is the buckling solution with mode number 1/2 (since this is how $\lambda^*_c$ is defined) and can be obtained from CF. Since this is a linear problem and the amplitude is arbitrary, the solution may be in-phase or out-of-phase with the primary buckling solution, with the vertical displacement proportional to $\cos(x_1/2)$ or $\sin(x_1/2)$, respectively.

We now illustrate the solution of the boundary value problems (BVPs) at higher orders for the special case when the layer and substrate are each made of a neo-Hookean material. In this case the three governing equations at order $\epsilon^n$ have the forms

\begin{equation}
(4.1) \quad v^{(n)}_{1,1} + v^{(n)}_{2,2} = \sum_{a=1}^{n+1} \alpha^{(n,a)}_0(x_2)e^{i(a-\frac{1}{2})x_1} + \text{c.c.},
\end{equation}

\begin{equation}
(4.2) \quad \alpha s v^{(n)}_{1,11} + \mu s^{-1} v^{(n)}_{1,22} - \mu s^{-1} p^{(n)}_{1,1} = \sum_{a=1}^{n+1} \alpha^{(n,a)}_1(x_2)e^{i(a-\frac{1}{2})x_1} + \text{c.c.},
\end{equation}

\begin{equation}
(4.3) \quad \mu s v^{(n)}_{2,11} + \mu s^{-1} v^{(n)}_{2,22} - \mu s^{-1} p^{(n)}_{2,2} = G^{(n,0)}_2(x_2) + \sum_{a=1}^{n+1} G^{(n,a)}_2(x_2)e^{i(a-\frac{1}{2})x_1} + \text{c.c.},
\end{equation}

where we have used $s$ to denote $(\lambda^*_c)^2$ to simplify notation, and $\alpha^{(n,a)}_\alpha$ (\alpha = 0, 1, 2; a = 1, \ldots, n + 1) are dependent only on solutions up to and including order $\epsilon^{n-1}$.

Clearly, the solution should take the form

\begin{equation}
(4.4) \quad v^{(n)} = \sum_{a=1}^{n+1} V^{(n,a)}(x_2)e^{i(a-\frac{1}{2})x_1} + \text{c.c.},
\end{equation}

\begin{equation}
(4.5) \quad p^{(n)} = \sum_{a=1}^{n+1} \Pi^{(n,a)}(x_2)e^{i(a-\frac{1}{2})x_1} + \text{c.c.},
\end{equation}

where the unknown functions $V^{(n,a)}$ and $\Pi^{(n,a)}$ are determined by solving the reduced equations

\begin{equation}
(4.6) \quad \bar{a}V_1^{(n,a)}(x_2) + V_2^{(n,a)'}(x_2) = G_0^{(n,a)}(x_2),
\end{equation}

\begin{equation}
(4.7) \quad -\bar{a}^2 \mu s V_1^{(n,a)}(x_2) + \mu s^{-1} V_1^{(n,a)'}(x_2) - i\bar{a} \Pi^{(n,a)}(x_2) = G_1^{(n,a)}(x_2),
\end{equation}

\begin{equation}
(4.8) \quad -\bar{a}^2 \mu s V_2^{(n,a)}(x_2) + \mu s^{-1} V_2^{(n,a)'}(x_2) - \Pi^{(n,a)'}(x_2) = G_2^{(n,a)}(x_2).
\end{equation}

In the above equations, we have used $\bar{a}$ to denote $a - 1/2$, and a prime denotes differentiation with respect to $x_2$. Closed-form solutions for the above equations can be found as follows.

First, we note that (4.6) and (4.7) can be used to express $V_1^{(n,a)}$ and $\Pi^{(n,a)}$ in terms of $V_2^{(n,a)}$. Equation (4.8) can then be reduced to the form

\begin{equation}
(4.9) \quad V_2^{(n,a)'''} - (1 + s^2)\bar{a}^2 V_2^{(n,a)''} + s^2 \bar{a}^4 V_2^{(n,a)} = G_3^{(n,a)}(x_2),
\end{equation}
where $G_3^{(n,a)}(x_2)$ is a known function at this stage of the analysis. The general solution is then given by

$$V_2^{(n,a)}(x_2) = c_1 e^{ax_2} + c_2 e^{-ax_2} + c_3 e^{ax_2} + c_4 e^{-ax_2} + \text{P.I.},$$

where $c_1, c_2, c_3, c_4$ are constants and P.I. stands for a particular integral. When the above form is specialized to the substrate, the constants $c_5$ and $c_4$ need to be set to zero in order to satisfy the decaying condition.

For the substrate a particular integral can be obtained by using Fourier transforms or the Laplace transforms method. It is straightforward to show that a particular integral is given by

$$\text{P.I.} = \frac{1}{2a^3 s (1 - s^2)} \left\{ se^{ax_2} \int_0^{x_2} e^{-at} G_3^{(n,a)}(t) dt - e^{ax_2} \int_0^{x_2} e^{-at} G_3^{(n,a)}(t) dt 
+ e^{-ax_2} \int_{-\infty}^{x_2} e^{-at} G_3^{(n,a)}(t) dt - se^{-ax_2} \int_{-\infty}^{x_2} e^{at} G_3^{(n,a)}(t) dt \right\}.
$$

For the layer, neither Fourier transforms nor the Laplace transforms method can be applied directly. Instead, the method of variation of parameters can be applied. More simply, a particular integral can be obtained by replacing the lower limit $-\infty$ by 0 in the above expression. It has been verified that the resulting expression is the same as that obtained by using the method of variation of parameters.

We thus have two expressions for $V_2^{(n,a)}$, valid for the layer and substrate, respectively. On substituting these expressions into the associated boundary and interface conditions, we would obtain a matrix equation of the form $Mc = b$, where $c$ is the 6-vector formed from the four constants for the layer and two constants for the substrate. When $a \neq 1$, the coefficient matrix $M$ is invertible, and a unique solution for $c$ can be found. For $a = 1$, the coefficient matrix $M$ is singular since $\lambda_{cr}$ satisfies det$M = 0$. A solvability condition needs to be imposed on $b$, and this condition then determines the $\lambda_n$ in (3.9).

We note that this solution procedure may also be applied to the primary post-buckling problem discussed in section 2 when $\lambda_{cr}$ is replaced by $\lambda_{cr}$.

We have carried out numerical experiments to verify that the general solution of (4.9) can also be obtained by using the command DSolve on Mathematica directly, provided that a high-enough working precision is set. For the purpose of determining the first four terms in the expansion (3.9), it is sufficient to set the working precision to be 180 if the above closed-form solutions are used, and to be 280 if the command DSolve is used to find the general solution of (4.9). Thus, although when more general material models are used, the above closed-form solutions may not be possible, the required general solution can still be obtained numerically with the aid of Mathematica.

5. Alternative method for finding $\lambda_3$. If the expansion (3.9) is truncated at order $c^3$, then the last term $\lambda_3$ can be determined by using the following alternative procedure that does not require the solution of the BVP for $V_2^{(3,1)}(x_2)$ explicitly. This can reduce the computing time significantly, especially when equations such as (4.9) are solved numerically as discussed above. The same procedure can also be used to determine $\lambda_1$ and $\lambda_2$ as useful checks.

To determine $\lambda_n$, where $n = 1, 2, 3$, we consider the contour integral $I$ defined by

$$I = \oint_{\partial S_n} \psi_i^{(0)} \chi_{ij}^{(n)} n_j ds + \oint_{\partial S_n} \psi_i^{(0)} \chi_{ij}^{(n)} n_j ds, \quad n = 1, 2, 3,$$

where $\chi_{ij}^{(n)}$ are the compliance coefficients.
where the domains \( S_c \) and \( S_b \) are defined by
\[
S_c : 0 \leq x_1 \leq 4\pi, \quad 0 \leq x_2 \leq h, \\
S_b : 0 \leq x_1 \leq 4\pi, \quad -L \leq x_2 \leq 0,
\]
respectively. In the above definition, \( L \) is a sufficiently large positive constant. In each integral, the integrand is \( 4\pi \)-periodic, and so the contributions from the two vertical sides \( x_1 = 0, 4\pi \) cancel each other. With the additional use of the fact that the integrand tends to zero as \( x_2 \to -\infty \), we obtain
\[
(5.2) \quad \lim_{L \to \infty} I = \int_0^{h} \left. v_i^{(0)}(n) \chi_{ij}^{(n)} \right|_{x_2=h} dx_1 - \int_0^{h} v_i^{(0)}(n)[\chi_{ij}]_{x_2=0} dx_1,
\]
where the bracket notation is defined by (3.24).

On the other hand, with the use of the divergence theorem, we may also write
\[
I = \int_{-L}^{h} \int_0^{4\pi} (v_{ij,j}^{(0)} + v_i^{(0)}(n)) dx_1 dx_2 \\
= \int_{-L}^{h} \int_0^{4\pi} (v_{ij,j}^{(n)}(0) + \tilde{p}^{(0)} v_i^{(n)} + v_i^{(0)}(n)) dx_1 dx_2,
\]
where in writing down the last step use has been made of the pairwise symmetry property \( A_{jik}^{(0)} = A_{ikj}^{(0)} \). By integration by parts, followed by the use of the leading-order equations (3.13) and associated boundary condition (3.20), the integral of \( v_{ij,j}^{(n)}(0) \) can be shown to be zero, and so it follows that
\[
(5.4) \quad I = \int_{-L}^{h} \int_0^{4\pi} (\tilde{p}^{(0)} v_i^{(n)} + v_i^{(0)}(n)) dx_1 dx_2.
\]

On substituting this expression back into (5.2), we obtain
\[
\int_{-\infty}^{h} \int_0^{4\pi} (\tilde{p}^{(0)} v_i^{(n)} + v_i^{(0)}(n)) dx_1 dx_2 \\
= \int_0^{4\pi} \left. v_i^{(0)}(n) \chi_{ij}^{(n)} \right|_{x_2=h} dx_1 - \int_0^{4\pi} v_i^{(0)}(n)[\chi_{ij}]_{x_2=0} dx_1, \quad n = 1, 2.
\]
These are the equations that can be used to find \( \lambda_n \) (\( n = 1, 2, 3 \)). For instance, when \( n \) is equal to 1 or 2, the \( v_i^{(1)} \), \( v_i^{(2)} \), and \( \chi_{ij}^{(2)} \) at \( x_2 = h \) can be eliminated with the aid of (3.14), (3.15), and (3.21), respectively, whereas the factors \( v_i^{(2)} \), \( \chi_{ij}^{(2)} \), and \( \chi_{ij}^{(2)} \) at \( x_2 = h \) can be eliminated with the aid of (3.16), (3.17), and (3.22), respectively. The jumps \( [\chi_{ij}^{(1)}] \) and \( [\chi_{ij}^{(2)}] \) at \( x_2 = 0 \) can each be expressed in terms of solutions at each order lower with the aid of the traction continuity condition \( [\chi_{ij}] = 0 \) at \( x_2 = 0 \) together with the expansion (3.19). For instance, the jump \( [\chi_{ij}^{(1)}] \) can be obtained from (3.23). Finally, in evaluating the above expressions, only those terms that are independent of \( x_1 \) will survive the integration. This virtual work method is underlined by the same principle as obtaining the solvability condition (2.15) by contracting (2.13) with \( \sin(x_1/2) \) and then integrating the resulting equation from 0 to \( 4\pi \). It avoids having to solve the BVP for which a solvability condition needs to be imposed.
Table 2

<table>
<thead>
<tr>
<th>$\mu_t/\mu_s$</th>
<th>$\lambda_{cr}$</th>
<th>$\lambda_{cr}^*$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_{sec}$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.835</td>
<td>0.797</td>
<td>0.112</td>
<td>-1.39</td>
<td>0.0162</td>
<td>-558.3</td>
<td>23.6</td>
</tr>
<tr>
<td>5.5</td>
<td>0.845</td>
<td>0.808</td>
<td>0.0999</td>
<td>-1.32</td>
<td>0.183</td>
<td>-1.279</td>
<td>1.46</td>
</tr>
<tr>
<td>5.75</td>
<td>0.850</td>
<td>0.812</td>
<td>0.0945</td>
<td>-1.29</td>
<td>0.237</td>
<td>-0.1088</td>
<td>0.979</td>
</tr>
<tr>
<td>5.799</td>
<td>0.850</td>
<td>0.813</td>
<td>0.0935</td>
<td>-1.28</td>
<td>0.246</td>
<td>-0.001361</td>
<td>0.923</td>
</tr>
<tr>
<td>5.8</td>
<td>0.850</td>
<td>0.813</td>
<td>0.0935</td>
<td>-1.28</td>
<td>0.246</td>
<td>0.0006128</td>
<td>0.922</td>
</tr>
<tr>
<td>6</td>
<td>0.854</td>
<td>0.817</td>
<td>0.0897</td>
<td>-1.27</td>
<td>0.277</td>
<td>0.2760</td>
<td>0.760</td>
</tr>
<tr>
<td>6.5</td>
<td>0.861</td>
<td>0.825</td>
<td>0.0812</td>
<td>-1.22</td>
<td>0.331</td>
<td>0.5257</td>
<td>0.579</td>
</tr>
<tr>
<td>7</td>
<td>0.868</td>
<td>0.833</td>
<td>0.0741</td>
<td>-1.19</td>
<td>0.361</td>
<td>0.6096</td>
<td>0.508</td>
</tr>
<tr>
<td>8</td>
<td>0.879</td>
<td>0.845</td>
<td>0.0627</td>
<td>-1.15</td>
<td>0.383</td>
<td>0.6753</td>
<td>0.451</td>
</tr>
<tr>
<td>10</td>
<td>0.895</td>
<td>0.864</td>
<td>0.0473</td>
<td>-1.09</td>
<td>0.371</td>
<td>0.7197</td>
<td>0.418</td>
</tr>
<tr>
<td>30</td>
<td>0.948</td>
<td>0.930</td>
<td>0.0115</td>
<td>-1.003</td>
<td>0.181</td>
<td>0.7672</td>
<td>0.425</td>
</tr>
<tr>
<td>120</td>
<td>0.979</td>
<td>0.971</td>
<td>0.00183</td>
<td>-0.995</td>
<td>0.0662</td>
<td>0.7717</td>
<td>0.455</td>
</tr>
<tr>
<td>448</td>
<td>0.991</td>
<td>0.988</td>
<td>0.000315</td>
<td>-0.997</td>
<td>0.0366</td>
<td>0.7706</td>
<td>0.470</td>
</tr>
<tr>
<td>600</td>
<td>0.993</td>
<td>0.990</td>
<td>0.000213</td>
<td>-0.997</td>
<td>0.0218</td>
<td>0.7703</td>
<td>0.471</td>
</tr>
<tr>
<td>774</td>
<td>0.994</td>
<td>0.991</td>
<td>0.000151</td>
<td>-0.998</td>
<td>0.0183</td>
<td>0.7701</td>
<td>0.473</td>
</tr>
</tbody>
</table>

In our illustrative calculations for neo-Hookean materials, the above approach is also applied to the reduced problem (4.9) as a useful check. In this case the counterpart of (5.5) is obtained by contracting (4.9) corresponding to $a = 0$ with $V_2^{(0,0)}$, and then integrating the resulting expression from $-\infty$ to $h$. The function $V_2^{(n,0)}(x_2)$ can be eliminated by integration by parts, followed by the use of the associated boundary and interface conditions. Thus, to find $\lambda_3$ we do not need to determine $V_2^{(3,0)}(x_2)$ explicitly; only the lower-order solutions are required.

6. Numerical results. As remarked earlier, on truncating the expansion (3.9) at order $\epsilon^3$ and eliminating $\lambda$ from (2.3) and (3.9), we obtain a cubic equation for $\epsilon$:

$$\lambda_3 \epsilon^3 + (1 + \lambda_2) \epsilon^2 + \lambda_1 \epsilon + \lambda_{cr}^* - \lambda_{cr} = 0.$$  (6.1)

This equation is found to have a unique real and positive root for all values of $\mu_t/\mu_s$ considered in this paper. Once $\epsilon$ is found in this way, the associated threshold value of $\lambda$, say $\lambda_{sec}$, is computed from $\lambda_{sec} = \lambda_{cr} - \epsilon^2$. In Table 2 we have listed the coefficients in (6.1) and the predicted values of $\lambda_{sec}$ for different values of the modulus ratio. The given results correspond to bifurcation modes that are out-of-phase with the primary buckling mode. The solutions corresponding to bifurcation modes that are in-phase with the primary buckling mode are the same except that the signs of $\lambda_1$, $\lambda_3$, and hence $\epsilon$, are changed. However, changing the sign of $\epsilon$ is equivalent to replacing $x_1$ by $x_1 + \pi$ in the primary buckling solution, and the latter shift in $x_1$ would make the period-doubling perturbation out-of-phase again. Thus, we may assume $\epsilon$ to be positive without loss of generality, and we conclude that the period-doubling solution is unique.

For the special case when both the layer and substrate are neo-Hookean, fully numerical simulations have been carried out by Cao and Hutchinson [8], and more recently by Zhao et al. [17]. Our asymptotic results show excellent agreement with their numerical results in a number of ways. First, for the three cases of $\mu_t/\mu_s = 30, 448,$ and $774$, their numerical values for $\lambda_{sec}$ are equal to $0.8, 0.815, 0.815$, respectively. Our asymptotic results in Table 2 approximate these values with a relative error equal to 4.1%, 5.5%, and 5.5%, respectively. Second, both their numerical simulations and our asymptotic results show the trend that for modulus ratios larger than 100 the value of $\lambda_{sec}$ becomes insensitive to further increases of this modulus ratio. In other words,
in the limit $\mu_f/\mu_s \to \infty$, the value of $\lambda_{sec}$ tends to an asymptotic limit rapidly. Third, our asymptotic predictions for $\lambda_{sec}$ are always smaller than their numerical simulation counterparts. This is consistent with the expectation that the critical bifurcation strain (which is $1 - \lambda_{sec}$) in the presence of imperfections should be smaller than the corresponding value associated with a perfect system. Some sort of imperfection was always introduced in numerical simulations, whereas our asymptotic analysis was conducted for a perfect bilayer system.

We may also compare our asymptotic result with the set of experimental results corresponding to system 2 in Brau et al. [4]. It follows from the given ratio of Young’s modulus that $\mu_f/\mu_s = 120$, and it seems from the caption of their Figure 1 that period-doubling occurred when the stretch reached the value of 0.81. Our predicted value of 0.77 in Table 2 then only differs from the given experimental value with a relative error of 4.9%.

Our asymptotic results in Table 2 also predict that period-doubling bifurcation becomes impossible when the modulus ratio becomes less than approximately 5.8. However, since our asymptotic results become invalid in this regime, we expect the value 5.8 to be only a crude estimate. There do not seem to exist any numerical or experimental results confirming this qualitative prediction, but there is a consensus in the literature that period-doubling is possible only when the modulus ratio is large enough, although the minimum modulus ratio for this to occur has previously not been given. We note, however, that when the modulus ratio becomes less than 1.74, the primary bifurcation becomes subcritical and so period-doubling is definitely not possible; see CF or Hutchinson [11].

### 7. Conclusion.

In this paper we have derived an asymptotic expression for the threshold value of the principal stretch at which a secondary period-doubling bifurcation occurs in a uni-axially compressed film-substrate bilayer structure. Our calculation is based on the exact theory of nonlinear elasticity, and the approach is self-consistent. For each small but fixed value of $\epsilon$, with the associated principal stretch given by $\lambda = \lambda_{cr} - \epsilon^2$, the primary buckling solution is determined up to and including order $\epsilon^3$ and consists of Fourier modes up to and including $\cos 3x_1$. Since it is well recognized that asymptotic expansions usually provide very good approximations even when the small parameter is only moderately small, and Fourier expansions usually converge fast when the functions to be approximated are periodic and smooth, we can safely expect that the weakly nonlinear postbuckling solution provides a very good approximation for the exact solution when $\epsilon$ is less than 0.5; see the last column in Table 2. Once this primary buckling solution can be determined for each $\epsilon$, we increase $\epsilon$ gradually and determine its threshold value at which the primary buckled configuration suffers a secondary bifurcation in which the buckling mode doubles the period of the original buckling mode. This secondary bifurcation problem is solved by using the well-established incremental theory of nonlinear elasticity and treating the secondary period-doubling bifurcation as a subharmonic resonance phenomenon. In solving the incremental problem, the principal stretch is expanded as $\lambda = \lambda_{cr}^* + \epsilon \lambda_1 + \epsilon^2 \lambda_2 + \epsilon^3 \lambda_3 + \cdots$, and the coefficients $\lambda_1$, $\lambda_2$, and $\lambda_3$ are determined from three solvability conditions imposed at three consecutive orders.

With excellent agreement with the fully numerical simulation results achieved, we may make a few additional observations. First, if only Fourier modes up to and including $\cos 2x_1$ are included in the primary deformation, as was done in some previous studies, then $\lambda$ can only be determined self-consistently up to and including order...
\( \epsilon^2 \). In this case the threshold value of \( \epsilon \) is determined from the quadratic equation
\[
(1 + \lambda_2)^2 + \lambda_1 \epsilon + \lambda_{cr}^* - \lambda_{cr} = 0,
\]
which either does not have a real solution at all (if \( 1 + \lambda_2 < 0 \)) or has a positive solution which yields a negative value for \( \lambda_{\text{sec}} \). Thus, what has been carried out in this paper is the minimum order of expansions that can give a realistic prediction for \( \lambda_{\text{sec}} \).

In order to see how including higher-order terms affects our predictions, we have also computed the next two terms in the expansion (3.9) for the three cases of \( \mu_f/\mu_s = 30, 448, \) or 774. To this end, the primary buckled state is determined up to and including order \( \epsilon^5 \) (and the \( O(\epsilon^7) \) solution is determined completely by a solvability condition at \( O(\epsilon^7) \)). It is found that
\[
\lambda_4 = -0.169148, \quad \lambda_5 = 0.0354227 \quad \text{when} \quad \mu_f/\mu_s = 30,
\]
\[
\lambda_4 = -0.0002060, \quad \lambda_5 = 0.00286524 \quad \text{when} \quad \mu_f/\mu_s = 448,
\]
and
\[
\lambda_4 = 0.00141285, \quad \lambda_5 = 0.00429210 \quad \text{when} \quad \mu_f/\mu_s = 774.
\]
Denoting the threshold values of \( \epsilon \) and \( \lambda \) by \( \epsilon^{(n)} \) and \( \lambda_{\text{sec}}^{(n)} \), respectively, when the expansion (3.9) is truncated at order \( \epsilon^n \), we have
\[
\begin{align*}
\epsilon^{(3)} &= 0.42540, \quad \epsilon^{(4)} = 0.52144, \quad \epsilon^{(5)} = 0.50234, \\
\lambda_{\text{sec}}^{(3)} &= 0.76724, \quad \lambda_{\text{sec}}^{(4)} = 0.67631, \quad \lambda_{\text{sec}}^{(5)} = 0.69587, \quad \text{when} \quad \mu_f/\mu_s = 30,
\end{align*}
\]
\[
\begin{align*}
\epsilon^{(3)} &= 0.46969, \quad \epsilon^{(4)} = 0.46974, \quad \epsilon^{(5)} = 0.47299, \\
\lambda_{\text{sec}}^{(3)} &= 0.77058, \quad \lambda_{\text{sec}}^{(4)} = 0.77054, \quad \lambda_{\text{sec}}^{(5)} = 0.76747, \quad \text{when} \quad \mu_f/\mu_s = 448,
\end{align*}
\]
and
\[
\begin{align*}
\epsilon^{(3)} &= 0.47308, \quad \epsilon^{(4)} = 0.46835, \quad \epsilon^{(5)} = 0.47527, \\
\lambda_{\text{sec}}^{(3)} &= 0.77007, \quad \lambda_{\text{sec}}^{(4)} = 0.77451, \quad \lambda_{\text{sec}}^{(5)} = 0.76799, \quad \text{when} \quad \mu_f/\mu_s = 774.
\end{align*}
\]
It is seen that when higher-order terms in (3.9) are included, the change in \( \lambda_{\text{sec}} \) is negligible when the modulus ratio is high but seems to be more appreciable when the modulus ratio becomes smaller.

To conclude, this first study on period-doubling using the exact theory of non-linear elasticity has focused on the feasibility of the methodology proposed. It would seem that this methodology could be used to study a variety of secondary bifurcation problems. In particular, for the film/substrate bilayer structure which features in a variety of applications, it is of interest to investigate systematically how period-doubling is affected by compressibility, a prestretch in the substrate, and use of different material models. This will be carried out in a separate study.
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