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ABSTRACT

Visual noise, bar and single spot stimuli were used to investigate areas 17 and 18 of the lightly-anesthetized feline visual cortex.

In each area, S-cells were predominantly insensitive to motion of a field of visual noise alone. C-cells were more sensitive to noise motion than B-cells, but showed heterogeneity in noise sensitivity which was associated with other response properties—strongly noise-sensitive C-cells had high spontaneous activity and broad directional tuning, and were predominantly binocularly driven and direction-selective. In area 18, as in area 17 (Hammond and Smith, 1983, 1984), deep-layer C-cells were more noise-sensitive than superficial layer C-cells, and showed a stronger association between noise sensitivity and response properties.

In both areas 17 and 18, preferred directions for a moving bar and a field of visual noise were dissimilar. Typically, directional tuning for noise became progressively more bimodal as velocity was increased; the trough of depressed response corresponding to the peak in directional tuning for bar motion. Although tuning for bar motion was typically velocity-invariant, some cells showed variations in bar tuning with velocity, which were associated with velocity-dependent changes in noise tuning. In asymmetrically tuned cells, tuning for bar motion was broader on the flank closest to the preferred direction for noise and spot motion. Thus the relatively broad tuning for bar motion in strongly noise-sensitive C-cells probably reflects stimulation of the directional mechanism by the moving bar. In both cortical areas, C-cells had broader tuning for bar motion than S- or B-cells, but S-cells in area 18 were more broadly tuned than those in area 17.

Noise-insensitive area 18 cells, like area 17 simple cells (Hammond and MacKay, 1981b), showed suppression of responses to optimally-oriented moving bars by a background field of visual noise moving in-phase at the same velocity. Percent suppression declined non-linearly with bar length but, unlike percent end inhibition,
was velocity-invariant. Thus, the inhibitory action of synchronous background motion is probably divisive, and may derive from an axo-somatic, noise-sensitive inhibitory input predominantly via cells in neighbouring orientation 'columns'.

The results emphasize the overall similarity in neuronal organization of areas 17 and 18, and thus confirm and extend previous work. They strengthen the conclusion that the two cortical areas operate in parallel.
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PART I: RETINAL GANGLION CELLS

1.1. PHYSIOLOGICAL PROPERTIES

1.1.1. On- And Off-Centre Cells

The first description of retinal ganglion cell receptive fields by Kuffler (1953) has for many years formed the starting point for accounts of visual receptive fields in mammals. Retinal ganglion cells were characterized by concentric centre-surround receptive fields which were dichotomized into on- and off-centre types in order to convey temporal response characteristics to the onset or cessation of a light spot. For on-centre cells, photic stimulation of the receptive field centre evoked excitation which was followed at light offset by inhibition. Stimulation of the annular surround evoked inhibition which was followed at light offset by excitation. Maximum excitation and inhibition were obtained respectively by stimulation of the entire receptive field centre or surround. Off-centre cells had the converse receptive field organization.

It is now known that in some ganglion cells, removal of an excitatory stimulus from the receptive field leads not to inhibition but to a rapid return to prestimulus firing rate (section 1.1.5). In general, however, the temporal response characteristics stressed by Kuffler (1953) have been neglected in recent years and more emphasis has been placed on the capacity of on- and off-centre cells to signal respectively the presence of objects lighter or darker than the background. It has also emerged that a small minority of retinal ganglion cells do not have separate centre and surround receptive field components (section 1.1.6) while for a larger proportion this is only part of the receptive field organization (section 1.1.2).
1.4.2. Linear (X)/Non-Linear (Y) Classification

Following Kuffler (1953) and Redgrave (1965), it was proposed that retinal ganglion cells sum excitation and inhibition from the receptive field centre and surround weighted by the spatial sensitivities of the centre and surround mechanisms and the time course of their responses. Enroth-Cugell and Robson (1966) recorded from the optic tract. OTI made it clear, however, that this model was only generally applicable to a subset of cells (X-cells), and thus initiated an era of retinal ganglion cell classification parallel to the on-off centre dichotomy. Y-cells revealed a distinct non-linearity in spatial summation by responding to the exchange of a stationary contrast modulated sine-wave grating pattern for a uniform field of the same average luminance irrespective of the phase of the grating. In contrast, for X-cells the grating could be positioned in odd symmetry about the diameter of the receptive field (the null position) so that the exchange evoked no response due to linear summation to zero of signals arising from all parts of the receptive field.

These results have been confirmed and extended principally in the detailed studies of Shapley and colleagues. Hochstein and Shapley (1970a) showed that OT fibres can be dichotomized into X- and Y-types on the basis of their responses to a stationary sine-wave grating pattern whose contrast is modulated sinusoidally in time. X-cells respond almost exclusively at the fundamental or first harmonic of the modulation frequency. Contrast sensitivity (Hochstein and Shapley, 1970a) or response amplitude (Hochstein and Shapley, 1970a; Enroth-Cugell et al., 1983) is a sinusoidal function of spatial phase peak sensitivity of peak response generally occurs when the grating lies in even symmetry about the receptive field centre and the null position is one quarter cycle away. Certain minor X-cell nonlinearities in spatial summation are, however, acknowledged. The spatial phase of the fundamental component is independent of contrast only over a limited range (Enroth-Cugell et al., 1983) and sine-wave gratings of low spatial frequency reversed in contrast evoke some response irrespective of spatial phase (Hochstein and
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Shapley, 1976). In addition, small second harmonic responses are commonly present in X-cells (Bichot and Shapley 1976a; Enroth-Cugell et al., 1983).

At low spatial frequencies, response amplitude and contrast sensitivity of Y-cells are phase-dependent, but no null position is found at a quarter cycle from peak response or peak sensitivity. Y-cells respond transiently at each phase of pattern alternation (Bichot and Shapley 1976a). Fourier analysis of Y-cell responses at low spatial frequencies yields a dominant first harmonic component whose amplitude is a sinusoidal function of spatial phase, and a second harmonic component which is phase-insensitive. At high spatial frequencies, second harmonic distortion dominates the response due to a decline with increasing spatial frequency in the sensitivity of the first harmonic component. The mechanism responsible for these second harmonic responses is distributed throughout and beyond the classical receptive field and has been conceptualised as a population of rectifying subunits each of which sum signals from receptors over an area smaller than the receptive field centre (Bichot and Shapley 1976b). The modulated second harmonic response of Y-cells to a contrast reversal grating is thought to be due to the synchronous stimulation of these subunits.

1.1.3. Brisk-Sustained/Brisk-Transient Classification

Cleland et al. (1971b; 1973) distinguished sustained and transient cells primarily on the basis of their time-course of response to stimulation of the receptive field centre with a spot of light of appropriate polarity. An initial transient response was elicited in both cell types, but the discharge of sustained cells alone remained above spontaneous activity for the duration of the stimulus. Time course of response to standing contrast is not, however, an altogether robust classifying criterion. Following dark adaptation, the responses of retinal ganglion cells become increasingly sustained (Cleland et al. 1973; Bukiela et al. 1976) while in the light-adapted retina, responses are predominantly transient (Enroth-Cugell and
Shapley, 1973a). Since the degree of light adaptation is said to be a function of receptive field size (Enroth-Cugell and Shapley, 1973b), the larger receptive fields of transient cells (section 1.1.4) could, to some extent, explain their more transient responses. In addition, the responses of cells in the peripheral retina tend to be more transient than those of cells near the area centralis (Cleland and Levick, 1974a; Hochstein and Shapley, 1974a).

The main contribution of Cleland et al. (1971b, 1973) lay in the association of sustained and transient responses with separate cell types classified on the basis of responses to a battery of tests (see section 1.1.4). Thus, Cleland (1983) was able to show that the relationship between receptive field size and level of light adaptation, and that between receptive field eccentricity and response dynamics, is valid only for transient units. Cleland and Levick (1974a) described the receptive field properties of a much larger sample of sustained and transient cells which they renamed brisk sustained (BS) and brisk transient (BT) to emphasize their relatively vigorous responses compared with other recently identified cells with concentric receptive fields (section 1.1.5).

1.1.4. A Comparison of X/Y and BS/BT Classification Schemes

There is now little doubt that the X/Y and BS/BT classification schemes are broadly congruent despite the fact that the corresponding tests were not carried out on the same cells.

(a) Responses to Drifting Gratings

Drifting gratings of all effective spatial frequencies evoke a discharge modulated at the temporal frequency of stimulation about a steady mean in both X-cells (Enroth-Cugell and Robson, 1966; Hochstein and Shapley, 1974a) and BS-cells (Cleland et al., 1971b, 1973; Cleland and Levick, 1974a). The modulated response of Y- or BT-cells at low spatial frequencies gives way at high spatial frequencies.
to an unmodulated increase in discharge rate (Enroth-Cugell and Robson, 1966; Hochstein and Shapley, 1976a; Cleland et al., 1971b, 1973; Cleland and Levick, 1974a), which is thought to be due to the non-synchronous stimulation of receptive field subunits (Hochstein and Shapley, 1976b). Unlike BT-cells, BS-cells fail to respond to a radial grating which is symmetrically rotated about the receptive field centre, thus causing no net change in flux.

Both BS- and BT-cells give orientation-based responses to drifting gratings of high spatial frequency (Levick and Thibos, 1980a; 1982; Soodak et al., 1987). The elongated dendritic trees (Bovett and Wasse, 1974; Pechl and Wasse, 1981; Wasse et al., 1981a; Leventhal and Schall, 1983) and elliptical receptive fields (Hammond, 1974) of retinal ganglion cells can account for such orientation biases (Levick and Thibos, 1982; Leventhal and Schall, 1983; Soodak et al., 1987).

(b) Spatial Frequency Selectivity and Receptive Field Size

BT-cells have larger receptive field centres than BS-cells, the centre size of both cell types increasing with eccentricity (Cleland et al., 1973; Cleland and Levick, 1974a; Hammond, 1974; Cleland et al., 1979; Pechl and Wasse, 1974). According to Pechl and Wasse (1974), the receptive field centre diameters of BT-cells are at any one eccentricity 2.5 times larger than those of BS-cells. Spatial resolution is directly related to receptive field centre size (Cleland et al., 1979; Pechl and Wasse, 1974) and X-cells give modulated responses to drifting sine-wave gratings of higher spatial frequency than do Y-cells (Enroth-Cugell and Robson, 1966; Hochstein and Shapley, 1976a,b). The contrast sensitivity of both cell types is a bandpass function of spatial frequency which declines more abruptly at high than at low spatial frequencies (Lennie, 1980). Optimum spatial frequency is higher for X- than for Y-cells, and X-cells are considerably more sensitive than Y-cells at high spatial frequencies (Lennie, 1980). At low spatial frequencies Y-cells are slightly the more sensitive though, particularly in X-cells, relative sensitivity to low spatial frequencies increases with increasing temporal frequency (Hochstein and
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(c) Temporal Frequency Sensitivity And Velocity Tuning

One of the more diagnostic features of a BT cell is a vigorous response to a stimulus of polarity appropriate for the receptive field surround moving at high speed (200/see) across the receptive field (Cleland et al. 1971b; 1973; Cleland and Levick 1974a). More recent quantitative studies (Lee and Willshaw, 1978; Cleland and Harding, 1983) have demonstrated that the difference in velocity sensitivity of BS- and BT-cells is maintained when centred-activated response are compared. Within each class, BS- and BT-cells have remarkably similar velocity tuning profiles, thus reflecting the lack of variation among X- or Y-cells in spatial and temporal characteristics (Enroth-Cugell and Robson, 1966; Lennie, 1980). In the central retina, BT-cells have higher preferred and upper cut-off velocities than BS-cells. At moderate contrast levels, the response of BT-cells increases as a function of velocity up to 500/see and declines gradually thereafter, while that of BS-cells peaks at a lower velocity (250-40/see) and declines relatively steeply at high velocities. Differences between BS- and BT-cells in preferred and upper cut-off velocity are due almost entirely to spatial factors; when stimulated with drifting gratings of optimum spatial frequency Y-cells are more sensitive than X-cells only at temporal frequencies above 40Hz and they are slightly more sensitive at high velocities, presumably because they prefer stimuli of lower spatial frequency (Lennie, 1980). Within the BS and BT classes, upper cut-off velocity increases systematically with receptive field centre size and hence with eccentricity (Cleland and Harding, 1983). The increase in optimal velocity of BS- or BT-cells as a function of contrast (Cleland and Harding, 1983) is paralleled by a relative improvement with increasing contrast in the sensitivity of X- and Y-cells to medium- to high-temporal frequencies (Shapley and Victor, 1978).

The surround mechanism has also been shown to play a role in determining dif
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Differences in the velocity sensitivity of X- and Y-cells. The suppressive effects of the receptive field surround are stronger in X- (BS-) than in Y- (BT-) cells (Ikeda and Wright 1972; Cleland et al. 1973; Hammond 1977; Buller and Norton 1974), and this may partially reflect differences in the spatial distribution of the centre and surround mechanisms in the two cell types. The surround mechanism would seem to be spatially more extensive than the centre mechanism in BS- but not in BT-cells (Ikeda and Wright 1972, Hammond 1977, Buller and Norton 1974). Additionally, the suppressive effects of the receptive field surround have a shorter latency in X- than in Y-cells (Hamasaki and Cohen 1977). Thus X-cells whose receptive field surrounds have been masked respond strongly to high velocity target motion while masking of Y-cell surrounds has little or no effect on their velocity sensitivity (Hamasaki and Cohen 1977). The potency of the receptive field surround declines with increase in centre size and hence with eccentricity (Hammond 1977). Buller and Norton 1974). In BT-cells the increase in receptive field centre size with eccentricity is accompanied by an overall decrease in sensitivity (Cleland 1983). Thus in the periphery there is no difference in upper cut-off velocity between the two cell types (Cleland and Harding 1983). Both X- and Y-cells respond well to fast moving stimuli (Cleland and Harding 1983, Hochstein and Shapley 1974a). The substantial overlap in the upper cut-off velocity of retinal X- and Y-cells observed by Cohen et al. (1980) which they attribute to the use of stimulus polarity appropriate for the receptive field centre probably reflects the fact that they pooled results from cells with receptive fields at different eccentricities.

When tested with stationary sinusoidal gratings whose contrast is sinusoidally modulated in time, Y-cells show a relatively steeper decline in sensitivity compared with X-cells as temporal frequency is lowered below the optimum (Shapley and Victor 1978). Although there is some evidence (Lee and Wilshaw 1978, Cleland and Harding 1983) that the velocity response curves of Y-cells have steeper ascending slopes than those of X-cells, this difference is not striking and
when tested with moving gratings of optimal spatial frequency, the temporal modulation curves of X- and Y-cells differ trivially (Lehne, 1980).

(d) Peripherally-Evoked Responses

Mellwan (1961) demonstrated that movement of a small disc in a region remote from the classical receptive field of a retinal ganglion cell evokes a gradual unmodulated increase in maintained firing. This 'periphery effect' was subsequently shown to be strong in BT-cells but weak or absent in B-cells (Cleland et al., 1974b, 1975). Mellwan (1961) also demonstrated short-latency responses in retinal ganglion cells to sudden movement of contours well outside the receptive field. Ikeda and Wright (1972) made explicit the distinction between the modulated and unmodulated components of the periphery effect; both of which could be demonstrated only in BT-cells. A more dramatic effect of peripheral stimulation was discovered by Kruger and Fischer (1973): transient excitatory responses are elicited by the abrupt movement of a large global pattern surrounding but not contiguous with the classical receptive field. This 'shift effect' is strong in Y-cells but weak in X-cells (Barlow et al., 1967; Berrington et al., 1974). The shift effect and both types of peripheral effect probably arise from the same mechanism (Fischer et al., 1977). Berrington et al. (1974) which has properties similar to those of Hochstein and Shapley's (1976) subunits thought to generate the non-linearities of Y-cells. In as far as some X-cells respond weakly to peripheral stimulation they would also be expected to exhibit minor non-linearities in spatial summation.

(e) Encounter Frequency

Due to their large diameter axons (section 1.2), Y-cells are the most commonly encountered units in recordings from the OT (Emrath-Cugell and Robson, 1980). X-cells are encountered more frequently (relative to Y-cells) near the area centralis (Emrath-Cugell and Robson, 1980). In retinal recordings (Cleland and Levick
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1974a,b), BS-cells are the units most often encountered near the area centrales, with BT-cells relatively more common in the periphery.

(f) Maintained Firing

At equivalent mesopic levels of background illumination, the maintained discharge of BS-cells is higher than that of BT-cells (Cleland et al. 1974) and that of X-cells is higher than that of Y-cells (Lennie 1980).

(g) Direct Tests for Correspondence Between BS- and X-Cells, BT- and Y-Cells

The above comparisons of receptive field properties suggest strongly that BS and BT-cells distinguished on the basis of their responses to a battery of tests correspond respectively with linear (X) and non-linear (Y) cells. Results from a study in which the corresponding tests were performed on a small sample of individual retinal ganglion cells (Levick and Thibos 1973) are consistent with this interpretation. However, time course of response to standing contrast is not always correlated with the X/Y dichotomy (Hochstein and Shapley 1976a). In addition, Y-cell responses become increasingly more transient as a function of receptive field eccentricity (Cleland 1983) and stimulus contrast (Shapley and Victor 1978; Lennie 1980). The time course of weak responses of X- and Y-cells at low levels of contrast differs trivially (Lennie 1980).

(h) Axonal Conduction Velocity

BT-cells have on average faster-conducting axons than BS-cells along the myelinated segment of the optic nerve (ON) and OT, although the distributions overlap to some extent (Cleland and Levick 1974a). A similar distinction in conduction velocity between retinal afferents of linear (X) and non-linear (Y) geniculate cells has also been observed (So and Shapley 1979). A more striking segregation of cell types is seen in the antidromic latencies measured at the ganglion...
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cell body to stimulation of the OT (Cleland and Levick, 1974a) or the optic chiasm (OX) (Stone and Fukuda, 1974), and in retino-geniculate conduction times (Cleland et al., 1974b).

(j) Linear and Non-Linear Sluggish Cells

Cleland and Levick (1974a) subdivided their sustained and transient cells into brisk and sluggish varieties in order to accommodate a previously unrecognized cell type with low responsiveness to visual stimuli which comprised 13% of the total population. Unlike their brisk counterparts, sluggish sustained (SS) and sluggish transient (ST) cells could not be distinguished on the basis of relative response modulation to drifting gratings. The most common behavior was a feeble response modulation which persisted up to the highest effective spatial frequency, though modulated responses to fine gratings were observed in some sluggish cells of both sustained and transient subtypes. More recent quantitative studies have confirmed the implication of these qualitative observations in demonstrating the existence of sluggish units of both sustained and transient subtypes with linear or non-linear spatial summation (Levick and Thibos, 1986b; Enroth Cugell et al., 1983). The discovery of these cell types would not be expected to disrupt the correspondence between BS and X cells and BT and Y cells since sluggish units possess fine axons (section 1.1.5); it is unlikely that they were encountered in recordings from the OT (Enroth Cugell and Robson, 1976, Hochstein and Shapley, 1977a,b). Thus, for clarity of exposition, the terms X and Y rather than BS and BT will be retained in subsequent discussion of retinal ganglion cell types.
1.1.5. W-Cells With Concentric Receptive Fields And Sluggish Units

(a) Receptive Field Properties

Stone and Fukuda (1974) abandoned the linearity criterion of Enroth-Cugel and Robson (1966) but persisted with the X, Y classification. The term W-cell was thus used to refer to a rather heterogeneous third group of ganglion cells. Of those with centre surround receptive field organization, phasic and tonic subtypes were distinguished on the basis of differences in time course of response to standing contrast, which were more striking than those between X- and Y-cells.

In time course of response to standing contrast, some W-cells resemble X-cells but show a less prominent initial transient response component and a more regular sustained component whose magnitude does not decline throughout the duration of stimulus presentation no inhibition is observed at stimulus offset. Compared with X-cells, some W-cells have larger receptive fields at comparable eccentricities and lower spontaneous activity. Though W-cells (Cleland and Levick, 1974a) have many properties in common with some W-cells, a striking discrepancy which seems to have been overlooked is that sluggish units are by definition weakly responsive, whereas some W-cells are said to respond vigorously to moving stimuli (Stone and Fukuda, 1974).

ST and phase W-cells are more closely related. The receptive field centre size of phase W-cells is within the range of Y-cells from which they are distinguished by their lower evoked and maintained firing rates and the absence of a peripheral effect. Phase W-cell responses to standing contrast are markedly more phasic than those of Y-cells, though the responses of ST-cells are not obviously more transient than those of their brisk counterparts (Cleland and Levick, 1974a).

Stone and Fukuda (1974) briefly remark that phase W-cells are commonly responsive to fast-moving stimuli though some are unresponsive to stimulus velocities higher than 50 °/sec. None show the vigorous responses to stimuli moving at high
velocity typical of Y-cells. Qualitative observations (Cleland and Levick, 1974a) suggested that both sustained and transient sluggish cells were primarily sensitive to slow movements, though significant responses were evoked by faster speeds of up to 30°/sec. Target motion above 100°/sec was generally ineffective.

A more thorough quantitative analysis of retinal ganglion cell responses to moving stimuli (Lee and Willshaw, 1978) has yielded results not entirely consistent with these early observations. Both sustained and transient subtypes are rather unselective for velocity—response magnitude increases only gradually with increasing velocity from a negligible response at 1°/sec up to a maximum response at 100°/sec. There is some indication of an increase with eccentricity in response magnitude and in the slope of the ascending velocity-response function. Thus the results of this study do not support the common assumption that sluggish cells respond weakly at high stimulus velocities.

Some W-cells (Stone and Fukuda, 1974) or sluggish units (Lee and Willshaw, 1978) give unequal responses to two directions of motion along the same axis through the receptive field, with the degree of asymmetry dependent on stimulus velocity (Lee and Willshaw, 1978). Direction-selective concentric W-cells are in addition sensitive to the direction of spot motion along different axes through the receptive field (Stone and Fukuda, 1974), while some sluggish units show orientation-based responses to drifting gratings of high spatial frequency (Levick and Thibos, 1982).

(b) Axonal Conduction Velocity

As a group, W-cells with concentric receptive fields (Stone and Fukuda, 1974) or sluggish units (Cleland and Levick, 1974a) vary widely in axonal conduction velocity. Their axons are the most slowly conducting, but there is substantial overlap between W- and X-populations. Antidromic latencies and retinoganglionic conduction times distinguish more clearly between W- and X-cells. Some W-cells (Kirk et al., 1975) or some W-cells (Stone and Fukuda, 1974) have shorter
latencies than their transient or phasic counterparts. The similarity in axonal conduction velocity of 'concentric' W-cells and sluggish units is a further indication of their functional correspondence.

1.1.6. Retinal Ganglion Cells With Non-Concentric Receptive Fields

Stone and Hoffmann (1972), Stone and Fukuda (1974) and Cleland and Levick (1974b) provided the first detailed description of the response properties of rarely encountered retinal ganglion cells lacking a concentric receptive field organization. While Cleland and Levick (1974b) used distinctive names for these cells, Stone and Hoffmann (1972) and Stone and Fukuda (1974) incorporated them into the W-cell population in order to emphasize their similarity with concentric W-cells, principally with respect to axonal conduction velocity. In the present study the term W-cell will be retained because the cortical projections of the different types within this heterogeneous group have not yet been established.

The majority of rarely encountered units have on-off receptive fields in which an equally strong phasic response can be elicited at light onset and offset though some cells show a clear asymmetry in the strength of their on and off responses (Stone and Fukuda, 1974; Cleland and Levick, 1974b). No antagonistic region can be demonstrated with annuli though the relatively weaker response to large compared with small stationary flashed and moving stimuli suggests the presence of a purely inhibitory surround. A subset of these cells is direction-selective (Stone and Fukuda, 1974; Cleland and Levick, 1974b) and directionally-tuned (Stone and Fukuda, 1974), with a similar range of effective directions for either stimulus polarity. Directionally selective responses are strongest at low velocities and stimulus speeds above 50 /sec are ineffective. Suppressed-by-contrast cells (Rodieck, 1967) have a considerable spontaneous activity which is suppressed by the presence of a contrast (particularly in the form of a grating) within the receptive field. Finally a minority of cells with concentric centre surround receptive field organization are 'colour-coded' (Cleland and Levick, 1974b).
1.2. MORPHOLOGY OF PHYSIOLOGICALLY IDENTIFIED RETINAL GANGLION CELLS

There are clear physiological grounds for distinguishing X- and Y-cells and a rather heterogeneous third group. The question of whether differences in receptive field properties and axonal conduction velocity are reflected in underlying morphology is particularly important since cell proportions, retinal distribution and central projections can be established more reliably with morphological techniques.

Boycott and Wassle (1974) were the first to provide a clear morphological substrate for the X, Y, W classification of retinal ganglion cells. By developing a whole-mount Golgi-stained retinal preparation they were able to discern four distinct morphological types of ganglion cell which they termed a, b, c, and d. On the basis of dendritic field size, soma and axon diameter of morphological types in comparison with known physiological characteristics of X, Y, and W-cells, Cland and Levick (1974a) and Stone and Fukuda (1974) argued for a correlation between a- and Y-cells, b- and X-cells and c- and W-cells.

While qualitative comparisons of morphological and physiological properties are suggestive, quantitative comparisons are discouraging. Shrinkage of the whole-mount preparation (Wassle et al., 1978) while on the one hand reducing a discrepancy between the X-cell dendritic field diameter and X cell receptive field centre size, serves to disrupt the apparently remarkable congruence between Y-cell receptive field centre sizes and the diameter of an X-cell dendritic field. Additionally, the dendritic fields of Y-cells are not well matched to the centre sizes of W-cell receptive fields and such a discrepancy is accentuated when shrinkage is acknowledged. The above comparisons are complicated by the different methods used to measure receptive field centre size (cf. Peichl and Wassle, 1979) and the fact that retinal ganglion cells tend to have elliptically shaped receptive fields (Hammond, 1974) and elongated dendritic trees (Boycott and Wassle, 1974; Peichl and Wassle, 1981; Wassle et al., 1984). Leventhal and Schall (1983)
More reliable evidence relating physiology and morphology derives from a series of elegant experiments by Wassef and colleagues. By comparing perikaryal sizes at comparable eccentricities, Wassef et al. (1975) produced powerful evidence that the large ganglion cells of cresyl violet preparations correspond to the Golgi stained o-cells of Boycott and Wassef (1974). This suggestion has subsequently been confirmed by Wassef et al. (1981a), who employed a modified neurofibrillar staining technique to allow quantitative treatment of dendritic trees and perikarya in the same preparation. The earlier work of Wassef et al. (1975) enabled Cleland et al. (1975) to carry out a direct test for correspondence between o- and Y-cells. By recording from all Y-cells within a small patch of retina and comparing their receptive field positions with the location of o-cells identified in retinal whole mounts, they demonstrated an almost perfect correlation between physiological and morphological types. An even closer match between physiological and histological maps is found when recording site rather than receptive field centre is compared with soma position (Wassef and Wassef 1981). There is thus no doubt that o-cells are the morphological counterparts of Y-cells. They represent approximately 4% of the total retinal ganglion cell population. Peak density is greatest and soma size smallest at the area centrales; peak density decreases and soma size increases monotonically with increasing eccentricity. Their absolute frequency is greatest at the area centrales; but they are relatively more common in the periphery (Wassef et al. 1975, 1981a).

The direct test for correspondence employed by Wassef and colleagues is reliable only for o-cells since they have a large inter cell distance and are numerically infrequent. However, intracellular staining with Lucifer yellow in vivo preparations (Santo, 1983a,b, for HRP in vivo (Stanford and Sherman 1983) into physiologically identified retinal ganglion cells has confirmed that s-cells are the morphological counterparts of X-cells. Some W-cells are indeed s-cells (Stanford and Sherman 1983, Santo, 1983a,b) which comprise 40% of the total ganglion cell population and are concentrated in the area centrales (Illing and Wassef 1981). Others correspond to a morphological cell type recognised only recently (Leventhal et al. 1982a,b).
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1980, Stone and Clarke, 1980, Leventhal, 1982) with a dendritic arbor similar to that of α-cells but a soma size in the range of β-cells (Stanford and Sherman, 1983). Thus, Wässle et al.'s (1981b) estimate that β-cells comprise 55% of the ganglion cell population is almost certainly too high, since cell identification rested heavily on cell body size. When medium-sized W-cells are taken into account, the estimated proportion of β-cells falls to 40-45% (Leventhal, 1982). They are concentrated in the area centralis but at all eccentricities they have the highest cell density.
PART II: VISUAL THALAMIC RELAY NUCLEI

Implicit in the classification of retinal ganglion cells is the assumption that different cell types subserve different functional roles. The distinction between retinal ganglion cells in receptive field proper ties and receptive field size, retinal distribution, axonal calibre and conduction velocity, perikaryal size and dendritic morphology is indicative of major functional differences. Further support for this notion derives from their different central projections.

The direct route from the retina to the visual cortex is via a thalamic relay which includes the laminated part of the dorsal lateral geniculate nucleus (dLGN), the medial interlaminar nucleus (MIN), and the retinal recipient zone (RRZ) of the pulvinar. The ventral lateral geniculate nucleus (vLGN) receives retinal afferents but does not project to the visual cortex.

1.3. THE DORSAL LATERAL GENICULATE NUCLEUS

1.3.1. Excitatory Retinal Inputs

Of the retinal terminations in the visual thalamus those in the dLGN are by far the heaviest and best analysed. The majority of dLGN neurons receive an excitatory input from one or a few retinal ganglion cells of the same functional type, there is no convergence of on-off centre and little mixing of brisk sustained (BS) and brisk-transient (BT) pathways. Cleveland et al. (1971a, b) Wilson and Stone (1975) and Wilson et al. (1976) demonstrated that some geniculate cells had W-type receptive field properties and orthodromic latencies to ON and OFF stimulation indicative of monosynaptic input from retinal W-afferents. Cleveland et al. (1975b, 1976) also described sluggish units in the dLGN with a long latency retinal input.
The above results led Cleland et al. (1971a, b, 1976) to attempt a classification of geniculate neurones using the same criteria they had employed to differentiate between retinal ganglion cells. The majority of units could be classified as BS or BT, though they experienced using their 'battery of tests' approach much more difficulty in obtaining clear-cut results at the geniculate level. Not only are there differences between geniculate cells and their retinal counterparts, but there is also a certain amount of variation in the receptive field properties of geniculate cells of the same functional group. Thus in order to appreciate the contribution made by the geniculate input to the generation of receptive field properties in areas 17 and 18, it is vital to examine the properties of geniculate cells themselves.

In Westerholm's three layers are readily apparent in the dLGN: the dorsal lamina A which receives a projection from the contralateral eye, the intermediate lamina A1 which receives a projection from the ipsilateral eye, and the lower lamina B which can be divided into a number of laminae on the basis of differential input from the two eyes (Guillery, 1971; Hickey and Guillery, 1974). Lamina C receives input from the contralateral eye. Lamina C1 from the ipsilateral eye and lamina C2 from the contralateral eye. The most ventral lamina lamina C3 has no detectable retinal input. Lamina C and C1, C2 are termed the C-laminae of the ventral layers while the A-laminae are referred to as the dorsal layers.

(a) The Dorsal Laminae

The A-laminae contain only X- and Y-cells (Wilson et al., 1976; Bullier and Norton, 1976; Sutla et al., 1979; Frielander et al., 1981; Movshon, 1981). The small number of sluggish cells with long latency retinal input recorded by Cleland et al. (1976) may have been BS-cells; the much greater variability in the responsiveness of units in the dLGN compared with the retina obscures the distinction between brisk and sluggishly responding neurones in that nucleus (Cleland et al., 1976). Further the A-laminae receive retinal input exclusively from α- and δ-cells (Illing and Wascho, 1981; Leventhal, 1982), and via termi...
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Petal branches of axons which are much coarser than those which innervate the parvocellular C-laminae (Glasgow and Robson 1976), where only W-cells are encountered. X-cells are located almost exclusively in the A laminae, where they are encountered more frequently than Y-cells (Wilson et al. 1976, Cleland et al. 1976, So and Shapley 1979; Friedlander et al. 1981, but see Streitmann and Hoffman 1979). The relative frequency of Y-cells in the dLGN increases with eccentricity (Cleland et al. 1971, Hoffman et al. 1972, Draper and Setton 1979, So and Shapley 1979), reflecting a similar trend in the retina. The estimated Y X cell ratio in the dorsal laminae (So and Shapley 1979; Friedlander et al. 1981) is greater than the ratio of X Y cells projecting to lamina A and A1 (Leventhal 1982) and reflects a greater divergence along the Y pathway (Stanton and Sherman 1982a, Bowling and Michael 1984). Within the dorsal laminae the proportion of Y-cells is greater in lamina A1 than in lamina A (Leventhal 1982). The amplification of the Y-system would thus seem to be more intense in lamina A1. An analysis of local potentials evoked in the dLGN by electrical stimulation of the optic disk (OD) or 0X (Current Source Density (CSD) Analysis Mitzdorf and Snger 1977) indicates that short-latency activity associated with Y input is relatively stronger in lamina A1 than in lamina A, whereas X-activity is stronger in lamina A. There is some evidence for a partial dorsal-ventral segregation of X and Y afferents respectively within laminae A and A1 (Mitzdorf and Snger 1977, Bowling and Michael 1984), though this has been disputed (Sur and Sherman 1982a, Humphrey et al. 1985a).

(b) The Ventral Laminae

Within the dLGN W-cells are found predominantly (Cleland et al. 1976) or exclusively (Wilson et al. 1976, Stanford et al. 1983) in the ventral laminae. Thus early electrophysiological studies (Fukuda and Stone 1974) and anatomical experiments (Kelly and Gilbert 1977) failed to demonstrate a retinal projection from W-cells to dLGN because stimulation sites for antidromic invasion and injection sites for retrograde transport of HRP were located in the A laminae.
The prominent input to the ventral laminae is fast activity arriving in lamina C (Mitzdorf and Singer, 1977), which arises via axon collaterals of Y OT fibres innervating lamina A (Bowling and Michael, 1980, 1984, Sur and Sherman, 1982a). In lamina C, Y-cells are encountered relatively more frequently than in the A-laminae (Cleland et al., 1976, Wilson et al., 1976). Lamina C also receives a rather less prominent input from slowly conducting afferents with a wide range of conduction velocities (Mitzdorf and Singer, 1977). Concentric W-cells are encountered as frequently as Y-cells in lamina C and a small proportion of cells with non-concentric receptive fields have also been recorded there (Cleland et al., 1976). Wilson et al., 1976). No significant X-input to lamina C is revealed by CSD analysis (Mitzdorf and Singer, 1977). A minority of X OT axons projecting to lamina A have, however, been shown to send a few collateral branches to lamina C (Sur and Sherman, 1982a) and a small number of X-cells have been recorded there (Wilson et al., 1976, Cleland et al., 1976). According to Wilson et al. (1976), Mitzdorf and Singer (1977) and Stanford et al. (1983) there is a clear-cut separation between Y- and X-cells recorded dorsally and W-cells encountered in the ventral part of lamina C. This is paralleled by an anatomical segregation based on cell body size (Hickey and Guillery, 1974): the dorsal part of lamina C contains large cells while ventrally there is a preponderance of small cells which are similar in size to those comprising laminae C1, C3. These layers characteristically contain only small cells and are collectively referred to as the parvocellular C-laminae. In single unit studies, no X- or Y-cell has been recorded in the parvocellular C laminae (cf. Wilson et al., 1976, Cleland et al., 1976, Stanford et al., 1983). However, a weak Y-input to C1 has been identified in CSD analysis (Mitzdorf and Singer, 1977) and contrary to earlier reports (Mason and Robson, 1979, Leventhal, 1982, Sur and Sherman, 1982a), some ipsilateral Y-fibres have been seen to terminate in C1 (Bowling and Michael, 1984). The retinal input to the parvocellular C-laminae arrives almost exclusively from fine-calibre axons of similar size to the thin axons which innervate lamina C (Mason and Robson, 1979). Compared with lamina C, the parvocellular C-laminae receive a much weaker retinal input from
slowly conducting fibres (Mitzdorf and Singer, 1977) and contain a greater proportion of cells with non-concentric receptive fields (Wilson et al., 1976; Cleland et al., 1976). As in the retina, the majority of W-cells in the dLGN have concentric receptive fields (Wilson et al., 1976; Cleland et al., 1978), though all subtypes of W-cell are found. Direction-selective units, the only W-subtype not encountered in the dLGN by Wilson et al. (1976) or Cleland et al. (1978), have more recently been identified in the nucleus (Stanford et al., 1980). They form a proportion of those W-cells responsive only to slow movement.

The major W-input to the Clammmae originates from medium-sized cells with wide-spread dendrites (Reeves and Purpura 1970; Leventhal 1982). Leventhal (1982) estimates that W-cells comprise only 5% of the input to a single parvocellular Clammmae. The medium-sized ganglion cells providing the major input to the parvocellular Clammmae have been subdivided on the basis of differences in dendritic morphology and differential sites of projection within the thalamus (Leventhal, 1982).

1.3.2. Morphological Correlates Of Physiologically Identified Cells In The dLGN

Investigations of cortical projections of dLGN cells using anatomical techniques have relied on indirect methods which take advantage of the partial laminar separation of cell types within the dLGN and differences in the size of their somata and axons. The functional interpretation of geniculo-cortical projections disclosed by neuro-anatomical techniques (see Chapter 2) rests on a correlation between anatomically and physiologically identified cell types in the dLGN. Structure-function correlations in the dLGN have recently assumed an added significance with the demonstration of the cortical projections of dLGN cells identified on the basis of their entire dendritic field morphology (Meyer and Albus, 1981; see Chapter 2).
LeVay and Foster (1977), following Wilson et al. (1976), used several converging lines of indirect evidence to suggest that the morphological classes 1, 2 and 3 of Gourley (1966) correspond respectively to Y cells, X cells and interneurons. Wilson et al. (1976) proposed a correlation between class 1 and W cells since both are confined to the C lamina.

A more precise structure/function relationship for dLGN cells has been determined more recently by means of the somatotopic ejection of HRP into physiologically characterized neurons (Friedlander et al. 1979, 1981, Stanford et al. 1981, 1983, Weller and Humphrey, 1985). From these studies it has emerged that most if not all, class 1 cells are Y cells; they are large with thick cereate dendrites which typically cross laminae borders and possess only a few simple spine-like dendritic appendages. Many X cells have class 2 morphology; they are intermediate in size and possess numerous dendrites finer than those of class 1 cells, with numerous spiny dendritic appendages clustered at or near dendritic branch points. Some Y cells have a pattern of dendritic morphology with characteristic class 2 features (for example, spiny appendages at dendritic branch points). Compared with class 2 X cells, class 2 Y cells tend to have slightly larger somata, thicker axons and wider diameter dendritic fields. In addition, the dendritic tree of class 2 Y cells is circular and like that of its class 1 counterpart typically crosses laminae borders. X cell dendrites are elongated along projection lines but confined within a single lamina. All cells with class 3 morphology which have been recovered in structure/function studies of the dLGN have been identified physiologically as X cells (Friedlander et al. 1979, 1981, Weller and Humphrey, 1985). Compared with their class 2 counterparts, class 3 X cells have smaller somata, thinner tufted dendrites and more complex dendritic appendages. Three of the 12 X cells recovered by Weller and Humphrey (1985) had medium-sized somata but, in other respects, class 1 morphology. These cells probably correspond to the morphologically unclassified cells of Friedlander et al. (1981), which were considered too small to be class 1 cells.
Class 4 cells, though differentiable into a number of subtypes (see also Meyer and Albus, 1981b), are the morphological correlates of W-cells (Stanford et al., 1981, 1983). They are intermediate in size and are characterized by dendritic arbors oriented parallel to the geniculate lamina.

### 1.3.3. Inhibition In The dLGN

An assessment of the significance of geniculate input for the generation of receptive field properties in areas 17 and 18 requires extensive quantitative data on the response characteristics of dLGN cells, since both spatial and temporal integration occur at the geniculate level (Hubel and Wiesel, 1961; Cleland et al., 1971a, b). Moreover, it is clear that the excitatory input to dLGN cells is modulated by powerful inhibitory influences. Inhibitory post-synaptic potentials (IPSPs) are evoked in dLGN cells by electrical stimulation of the optic disc (OD) and optic tract (OT) (Lindstrom, 1982), the optic chiasm (OC) and the optic radiations (OR) (Singer and Bedworth, 1973), the visual cortex (Lindstrom, 1982) and by visual stimulation (Singer et al., 1972; Singer and Bedworth, 1973). Recent experiments have clarified that relay cells in the dLGN are subject to at least two types of post-synaptic inhibition: a feed forward inhibition arising from retinal ganglion cells and a recurrent collateral inhibition (Singer and Bedworth, 1973; Dubin and Cleland, 1977; Lindstrom, 1982). The feed forward pathway is diencephalic and the inhibitory neuron is intrinsic to the dLGN. The recurrent system starts with axon collaterals of relay cells and the inhibition is mediated by perigeniculate neurons located in a loosely organized nucleus above lamina A of the dLGN (Dubin and Cleland, 1977; Ahlsen and Lindstrom, 1982).

Perigeniculate neurons are either X-like or Y-like and possess binocular non-concentric on/off receptive fields, properties which reflect a convergent input from on- and off-centre relay cells of either the X- or Y-type (Ahlsen et al., 1983). Similarly, there is little mixing of X- and Y pathways back to the dLGN (Lindstrom and Wrobel, 1984).
Class 3 cells are thought to be the interneurones which participate in the classic trancr-arrangements in dLGN and thus mediate feed-forward inhibition from retinal ganglion cells. Fanighetti and Peters (1972) implicated the dendritic appendages of class 3 cells (Guillery 1966) as the source of processes lying postsynaptic to retinal axon terminals in the synaptic glomerulus. These processes receive retinal synapses and, on the basis of the shape of their synaptic vesicles, are thought to make synaptic contact with relay cells (Fanighetti 1970). In addition, they are immunoreactive for glutamate acid decarboxylase (GAD) (Fitzpatrick et al. 1984), the synthesizing enzyme for gamma-aminobutyric acid (GABA) which is an inhibitory neurotransmitter in the thalamus (Curtis and Tテべス 1974). There are a number of morphological similarities, such as small somata and elongation of dendrites along projection lines, between GAD immunoreactive and class 3 neurones in the A laminae of the dLGN (Fitzpatrick et al. 1984).

Friedlander et al. (1981) have questioned the assumption that interneurones exist as a unique cell class in the main laminae of the dLGN. Some of their sample of class 3 neurones were confirmed relay cells as demonstrated by their antidromic activation from the visual cortex and the course of their axons into the OR. On the other hand there is no evidence for direct excitatory or inhibitory connections between geniculate relay cells (Lundstrom 1982). Since GAD positive neurones are distinguishable from other small to medium sized cells in the A-laminae by their failure to label following injection of HRP into the visual cortex (Fitzpatrick et al. 1984), it is likely that class 3 cells can be subdivided into interneurones and relay cells.

The apparent discrepancy between the correspondence of class 3 and X-cells (Friedlander et al. 1979, 1981, Weller and Humphrey 1985) and Duban and Cleland's (1957) report of both BS- and BT-classes of interneuron can be only partially reconciled by considering the lack of correlation between cell classifications based on linearity of spatial summation and time course of response to standing contrast, particularly in the dLGN (see 134). In any event, if all ma-
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...tmost interneurones are X cells, one is confronted with the problem of finding a suitable interneurone to mediate the shortest latency IPSPs evoked in geniculate cells by stimulation of the OT (Singer and Bedworth, 1973; Lundstrom, 1982). One would expect a fast input from Y retinal axons to cause class 3 geniculate interneurones to fail tests of linearity of spatial summation. Yet X-cells by definition behave linearly in this respect. Accordingly, no geniculate X-cell has been shown to receive convergent excitatory input from X- and Y retinal afferents (Wrobel and Lundstrom, 1984). The claim that geniculate nucleus neurones receive a monosynaptic input from Y-cells in the retina (Schnieder, 1979) remains unsubstantiated while a disynaptic recurrent pathway via axon collaterals of relay cells and a geniculate interneurone is too slow to account for the shortest latency IPSPs in relay cells (Lundstrom, 1982). Pertinently many of the presumed inhibitory terminals on the dendrites of X- and particularly of Y-cells in the dLGN do not participate in the classic triadic complex (Wilson et al. 1984). In the light of the above considerations, it seems necessary to assume that at least some of these terminals derive from the axons of Y-cells intrinsic to the dLGN rather than from the axons of geniculate neurones. By the same token geniculate X-cells may participate not only in dendro-dendritic but also in axo-dendritic inhibition within the dLGN.

Until recently inhibitory action within the dLGN was thought to be relatively specific to X-cells. The physiological evidence discussed below suggests that inhibition is more marked along the X than the Y channel. Additionally the processes of relay cells that enter the synaptic complexes are considered to be graphlike dendritic appendages characteristic of class 2 cells which have been associated on the basis of indirect evidence (LeVay and Ferster, 1977) with X-cells. Indeed Wilson et al. (1981) have recently confirmed that class 2 X-cells differ from class 1 Y-cells in commonly exhibiting triadic arrangements. However the Y-cells with class 2 morphology (Finellander et al. 1979, 1981) presumably also participate in such triads and conceivably differ in response properties from class 1 Y-cells. Indeed the inter- and intra-laminar differences in Y-cell properties to be reported
below may well be correlated with differences in underlying morphology. The possibility that class 1 and class 2 Y-cells differ in response properties is of interest given their differential projections to areas 17 and 18 (see Chapter 2). Pertinently, there is now good evidence for substantial heterogeneity in the response properties of X-cells in the dLGN, which is associated with differences in retinogeniculate entry. Some X-cells in the dLGN exhibit relatively long latencies of response to visual stimulation (Mastronarde, 1983, 1985; Humphrey and Weller, 1985) due to potent feed-forward inhibition from retinal ganglion cells (Mastronarde, 1985, 1987b), and preliminary evidence suggests that such lagged X-cells have class 2 morphology (Weller and Humphrey, 1985).

### 1.3.1. Receptive Field Properties Of Geniculate X-, Y- And W-Cells: A Comparison With Retinal Ganglion Cells

Authors who have compared response properties of retinal ganglion cells and lateral geniculate neurones have reported in the dLGN spatial filtering (Hubel and Wiesel, 1961, Hammond, 1973; Maffei and Fiorentini, 1973; Lee et al., 1981; Troy, 1985a, but see Buhler and Norton, 1970) and temporal filtering (Lee et al., 1981; Troy, 1983b) together with an enhancement of the small but reliable differences in velocity tuning of X- and Y-cells in the retina (Singer and Bedworth, 1973; Frishman et al., 1981).

A more direct approach is to record from dLGN neurones and simultaneously from OT fibres (Singer et al., 1972) or retinal ganglion cells (Cleland and Lee, 1985) providing their retinal input, or from synaptic S-potentials (Hubel and Wiesel, 1961, So and Shapley, 1979, 1981; Lee et al., 1981; Kaplan and Shapley, 1982; Cleland et al., 1983), which represent the arrival of impulses in a retinal afferent (Kaplan and Shapley, 1981). These techniques control for variation in response properties with eccentricity, response variability over time, and for changes in the physiological condition of the preparation.
(a) Linearity Of Spatial Summation

The distinction between X- and Y-cells based on the linearity of spatial summation is maintained in the dLGN (So and Shapley, 1979; Shapley and Horchstein, 1975; Kratz et al., 1978a; Berrington and Fuchs, 1979; Lehmkühle et al., 1980) and is correlated with the classification of Cleland et al. (1971) and Hoffmann et al. (1972) based on responses to battery of tests (Kratz et al., 1978a). Significantly, Y-cells in lamina C give much greater second harmonic responses than those in the A laminae (Frascella and Lehmkühle, 1984). As in the retina, both linear and non-linear W-cells have been recorded in the dLGN (Sur and Sherman, 1982b).

An inhibitory convergence in dLGN of Y-cells onto X-cells (Singer and Bedworth, 1973) might be expected to cause certain non-linearities of spatial summation even in geniculate cells that receive excitatory retinal input from X-cells. However, cells in dLGN which receive X retinal afferents show linear spatial summation (So and Shapley, 1979). The weak frequency-doubled inhibition in the responses of many geniculate X-cells to a contrast reversal gratings (So and Shapley, 1979) disappears at high spatial frequencies at which Y-cell second harmonic responses are predominant. In fact, recent studies have found little evidence for inhibitory interaction between X- and Y-cells either along the feed-forward or feedback pathways (Lindström and Wörgötter, 1984; Mastronarde, 1987b).

(b) Peripherally-Induced Responses

As in the retina, Y cells in the dLGN show a periphery (Cleland et al., 1971b) or shift effect (Fischer and Kruger, 1974). Interestingly, Fischer and Kruger (1974) report that whereas in the retina the shift effect is only excitatory, in the dLGN it can be either excitatory or inhibitory.

(c) Spatial Characteristics

Direct comparisons of geniculate cells and their retinal afferents have demon
strated in dLGN selective attenuation in responses to stimuli of low spatial frequency (Hubel and Wiesel 1961; Singer et al. 1972; Lee et al. 1981; Cleland and Lee 1985), which is more pronounced for X- than for Y-cells (Lee et al. 1981; Cleland and Lee 1985). This is consistent with Hammond’s (1973) observation of an increase in surround potency at the geniculate level in simultaneous recordings in dLGN from a tonic cell and EPSPs from one of its retinal fibre inputs. According to Cleland and Lee (1985), magnitude of low frequency attenuation is proportional to contrast. This may partially explain the results of So and Shapley (1981) who emphasize the overall similarity in the spatial tuning of dLGN cells and their retinal inputs.

The differential sensitivity of X- and Y-cells to stimuli of low spatial frequency is far more pronounced in the dLGN than in the retina. Compared with Y-cells, X-cells show a relatively steeper decline in contrast sensitivity as spatial frequency is lowered below the optimum (Lehmkuhle et al. 1980; Troy 1983a). In addition, a relative improvement in low spatial frequency sensitivity with increasing temporal frequency is observed in all Y-cells but only a minority of X-cells (Troy 1983a). X-cells are more sensitive than Y-cells at high spatial frequencies, and their optimal spatial frequencies are higher (Troy 1983a). Y-cells have a higher peak contrast sensitivity than X-cells (Troy 1983a), and Y-cells situated in the C laminae are more sensitive than those in the A laminae, particularly at low spatial frequencies (Frascella and Lehmkuhle 1984).

As in the retina, X-cells have a higher spatial resolution than Y-cells at comparable eccentricities (Derrington and Fuchs 1979; So and Shapley 1979; Troy 1983a). Y-cells in the dLGN show non-linear (second harmonic) responses to fine contrast-modulated spatial gratings (So and Shapley 1979; Lehmkuhle et al. 1980), but seldom respond with an elevation of mean discharge rate to a high spatial frequency drifting grating (Cleland et al. 1977b; Hoffmann et al. 1972). Among Y-cells in the dLGN, those in lamina C and the ventral part of A1 have the lowest spatial resolution (Movshon 1984). This may partly reflect the fact that distribu-
tion of Y-cell synaptic terminals is broader and denser at the bottom than at the top of the A-laminae (Bowling and Michael, 1981, 1984). The inter- and intralaminal differences in Y-cell properties are of interest in view of the differential projections to areas 17 and 18 from different parts of the dLGN (see Chapter 2).

The width distribution of terminal boutons from X-axons is constant across and between the A-laminae (Sur and Sherman, 1982a, Bowling and Michael, 1984). Thus, the reported higher spatial resolution of X-cells in lamina A compared with those in lamina A1 (Sur et al. 1982; Troy, 1983a, but see So and Shapley, 1980; Lehmkühle et al., 1980) is best explained by differential X afferent input to the two A-laminae rather than differences in excitatory convergence. The lower cell density in the temporal retina (Wassle et al., 1977; Cleland et al., 1977a) which provides the input to lamina A1 could be compensated by larger receptive fields with lower spatial resolution (Sur et al. and Hoffmann, 1979). As X-cells projecting ipsilaterally have larger dendritic fields than those projecting contralaterally (Leventhal, 1982), Bullier and Norton (1979a,b) conclude that geniculate X-cells with large receptive fields and weak antagonistic surrounds are probably driven by X retinal ganglion cells with similar receptive field properties.

Linear and non-linear W-cells do not differ in contrast sensitivity or spatial resolution, both of which are poorer at comparable eccentricities than those of X- and Y-cells (Sur and Sherman, 1982b). Unlike X-cells, linear W-cells display no sensitivity loss at low spatial frequencies, contrast sensitivity functions decline monotonically with increasing spatial frequency. Non-linear W-cells differ from Y-cells in that the non-linear component is more sensitive than the linear component over the entire spatial frequency range.

(d) Temporal Characteristics And Velocity Tuning

Geniculate cells are less sensitive at all temporal frequencies than their retinal counterparts (Troy, 1983b) but the decline in sensitivity is greatest for low temporal frequencies (Kaplan and Shapley, 1982, Lee et al., 1983). At their respective
optimum spatial frequencies. Y-cells are more sensitive than X-cells at all temporal frequencies (Troy, 1983). With the most sensitive Y-cells located in lamina C (Fraschella and Lehmkuehle, 1984). Since geniculate X- and Y-cells are not obviously distinguished by their temporal contrast sensitivity curves (Troy, 1983), while in the retina, X-cells are more sensitive than Y-cells to low temporal frequencies (Shapley and Victor, 1978). Low temporal frequency filtering would seem to be more marked along the X channel. Pertinently, So and Shapley (1978) reported that although linear (X) cells in dLGN receive retinal input from sustained cells, a greater proportion of prepotentials in the initial transient give rise to a cell spike than in the later sustained component. More recent work has indicated, however, that this conclusion can apply only to a subset of X-cells. In lagged X-cells, stimulation of the receptive field centre with a stationary spot of light elicits strong inhibition followed by well-sustained excitation (Mastronarde, 1983, 1987a; Humphrey and Weller, 1985). A decrease in stimulus contrast leads to an improvement in signal transmission at the retina-geniculate synapse and more sustained responses in the dLGN (Cleland and Lee, 1985). Thus, at the geniculate level, the time course of response to standing contrast is not a good indicator of whether a cell is X or Y (Shapley and Hochstein, 1978, So and Shapley, 1978, Bulhet and Norton, 1979a,b).

As in the retina, Y-cells are capable of slightly higher temporal resolution than X-cells when responses to stimuli only of optimum spatial frequency are compared (Lehmkuehle et al., 1980). However, the temporal resolution of Y-cells in lamina C and the ventral part of lamina A1 is higher than that of other Y-cells (Movshon, 1981) while lagged X-cells have relatively low temporal resolution compared with other X-cells in the dLGN (Humphrey and Weller, 1985; Mastronarde, 1987a).

The temporal resolution of W-cells varies widely but is occasionally very high (Movshon, 1981, Sur and Sherman, 1982b). It is determined for both subtypes by the linear component (Sur and Sherman, 1982b). Linear W-cells are more sensitive than non-linear W-cells at all temporal frequencies.
As in the retina, differences in velocity tuning of X- and Y-cells in dLGN are determined predominantly by spatial factors (Frischman et al. 1983; Cland and Lee 1985), reflecting the similarity in the temporal modulation sensitivity curves of the two cell types (Lehmkuhl et al. 1980; Troy 1983b). Comparisons of response properties of geniculate cells and ganglion cells afferent to them (Cland and Lee, 1985) indicate that no radical change in velocity tuning occurs at the geniculate level. A few cells show selective response attenuation at low or high speeds but these modifications of velocity tuning occur across the X/Y classification thus blurring a clear distinction observed at the retina

(e) Other Properties

dLGN neurones are more selective for stimulus length than their retinal afferents (Cland et al., 1983) and the magnitude of response attenuation for long stimuli is dependent on stimulus orientation. However, the claim that the orientation biases in the responses of retinal ganglion cells to drifting gratings of high spatial frequency are enhanced in the dLGN (Nidivasagar and Urbas 1982) has recently been rebutted (Soodak et al., 1987).

The maintained activity of X- and Y-cells in the dLGN is lower than that of their counterparts in the retina. If this attenuation is due to a tonic inhibitory influence of the spontaneous activity of retinal ganglion cells (Suzuki and Iehno, 1987), it is not surprising that it is greater for X- than for Y-cells (Fukuda and Stone, 1976; Bulter and Norton, 1979a,b).

It is generally believed that intrinsic interneurons are responsible for shaping the receptive-field properties of geniculate cells (Singer 1977), while parageniculate cells may regulate the gain of transmission through the dLGN according to the level of arousal (Ahlstrom et al., 1985). However, spatial and temporal filtering in the dLGN are dependent on synchronised slow activity in the EEG (Kaplan and Shapley, 1982), while electrical stimulation of the midbrain produces a decrease...
in the inhibitory strength of the receptive field surround and an increase in maintained activity (Fukuda and Stone, 1976). Thus, the function of inhibition in the dLGN may be to modulate the transmission of information through the nucleus during variations in states of arousal; it may be unwise to assume that the increased filtering along the retina-geminate pathway observed in anesthetized preparations necessarily applies in the alert cat.

1.4. THE MEDIAL INTERLAMINAR NUCLEUS

The MIN is a cytoarchitecturally distinct zone of the visual thalamus which is located adjacent and medial to the laminated part of the dLGN and receives a separate retinotopic projection (Sanderson, 1971). The majority of neurones encountered in MIN resemble Y cells in the laminated dLGN both in receptive field properties (Mason, 1975; Dreher and Sefton, 1975, 1979; Palmer et al., 1975; Kratz et al., 1978b) and in their short latencies to orthodromic stimulation of the ON and anterodromic stimulation of the visual cortexes (Palmer et al., 1977; Kratz et al., 1978b; Dreher and Sefton, 1979). However, in some respects MIN Y cells add to the variation in Y cell properties in the thalamus. At comparable eccentricities Y cells in the MIN have larger receptive fields than those in the laminated dLGN (Kratz et al., 1978b; Dreher and Sefton, 1979), and thus might be expected to prefer higher stimulus velocities. According to Kratz et al. (1978b) the increase in receptive field size with eccentricity is much steeper for Y cells in the MIN than those in the dLGN, though Dreher and Sefton (1979) report contradictory findings. Y cells in the MIN have shorter mean orthodromic conduction latencies than those in the dLGN (Kratz et al., 1978b; Dreher and Sefton, 1979). According to Dreher and Sefton (1979), these differences in conduction latency reflect differences in axonal conduction velocity. However, of the YOT amines that innervate the laminated dLGN, most (Sur and Sherman, 1982a) or all (Bowling and Michael, 1980, 1984) send collateral branches to the MIN.
Rows and Dircher (1982) estimate that approximately 50% of retinal ganglion cells projecting to the MIN are Y-cells. The much higher encounter frequency of Y-cells in the MIN can be attributed to a high degree of divergence along the Y pathway similar to that observed in the main layers rather than simply reflecting electrode bias. The overwhelming majority of degenerating retinal axons observed in the MIN are coarse and he damaged cells similar in size to the largest cells of the main layers (Guillery et al. 1980). By far the most commonly found cell type in the MIN in Golgi preparations (Szentagotai 1973) and following HRP injections into the OR of specific visual areas (Meyer and Albus 1981) Koerklevski and Sherman 1985) has dendritic morphology and axonal calibre similar to class 1 cells in the main layers. The majority of these have bipolar dendrites oriented in parallel with the main axis of the MIN corresponding to the arrangement of terminal boutons of retinal Y axons (Krning and Michael 1980). In a recent structure function study of the MIN Koerklevski and Sherman 1985) most Y cells ware found to have class 1 morphology. Others located medially possessed flat fusiform somata but resembled class 1 cells in their vertically oriented bifurged dendrites. Their soma shape may thus reflect an extreme adaptation to the geometry of the MIN (Meyer and Albus 1981).

The MIN receives an input not only from large axons but also from fine axons (Mason and Robson 1972; Guillery et al. 1980) which form an extension of the fibre population in lamina C and C1 (Mason and Robson 1974). Rows and Dircher (1982) estimate that up to 50% of retinal ganglion cells providing the input to the MIN are of the W-type, they closely resemble in soma size dendrite morphology and axonal calibre those medium-sized cells which provide the predominant retinal input to the parvocellular C lamina (Leventhal 1982).

According to Guillery et al. (1980) fine-diameter axons which innervate the MIN terminate preferentially in its most dorsal and medial parts near the border with the ERZ of the pulvinar (see section 1.5). However W cells provide an input to all layers of the MIN (Guillery et al. 1980; Rows and Dircher 1982) and W cells.
have been recorded distant from the RRZ/MIN border (Dreher and Sefton, 1979; Raczkowski and Sherman, 1985).

Both 'concentric' (phasic and tonic) and 'non-concentric' W-cells have been encountered in MIN (Dreher and Sefton, 1979). Concentric W-cells fail to respond to large stimuli moving rapidly (above 100°/sec) through their receptive fields. They respond with a modulated discharge to drifting gratings but their temporal resolution would seem to be lower than that of W-cells in the main layers (Dreher and Sefton, 1979). Mason (1981) and Raczkowski and Sherman (1985) have confirmed that a minority of encountered cells in the MIN have W-type receptive fields.

X-cells (Dreher and Sefton, 1979; Mason, 1975) and class 2 cells (Meyer and Albus, 1981b; Raczkowski and Sherman, 1985) are encountered exclusively and in small numbers at the lateral margin of the MIN near its border with the main layers of the dLGN. Some of these cells may have been located in the dLGN proper since lamina C and the MIN are difficult to differentiate in Nissl material (Meyer and Albus, 1981b). Indeed Mason (1975) following Guldberg (1971), has considered this border region to be the medial limb of lamina C representing the area of nasotemporal overlap. However, class 2 cells are also encountered in dorsal parts of the MIN where the separation from the dLGN is much clearer. The exclusive location of X-cells in this border region may explain why no Y-cells were labelled following HRP injections into the MIN (Rowe and Dreher, 1982) and both Sun and Sherman (1982a) and Bowing and Michael (1984) observed that some X OT axons sparsely innervate the MIN. X-cells in the MIN have been identified on the basis of response properties used to classify X-cells in the main layers except that the most stringent tests for linearity of spatial summation have not been carried out (Mason, 1975; Dreher and Sefton, 1979). Dreher and Sefton (1979) report a small number of cells in the MIN with a mixture of X- and Y receptive field properties.
1.5. **THE LATERAL POSTERIOR (LP)-PULVINAR COMPLEX**

The LP pulvinar complex comprises a large nuclear group in the thalamus located medial to the MIN. It has recently been subdivided medially laterally into a number of zones (Updyke, 1977; Graybiel and Berson, 1980), each of which contains a separate representation of the visual field (Raczkowski and Rosenquist, 1981).

The tecto-recipient zone (Graybiel and Berson, 1980) is the most medial of the visually responsive regions of the LP-pulvinar complex. Adjacent and lateral to the tecto-recipient zone is the cortico-recipient zone (Graybiel and Berson, 1980) which receives afferents from area 17, area 18, and area 19 in topographic register (Updyke, 1977). The posterior nucleus is located ventrally within the corticorecipient zone adjacent and medial to the MIN. The pulvinar is situated adjacent and lateral to the corticorecipient zone and dorsal to the MIN. It receives input from area 17 and the pretectum.

The LP pulvinar complex receives a topographically organized retinal projection confined to a narrow strip, the retinal recipient zone (RRZ), which comprises the lateral portion of the pulvinar and ventrally the lateral part of the corticorecipient zone including the uppermost portion of the posterior nucleus (Berson and Jones, 1977; Berson and Graybiel, 1978; Ishihara et al., 1979; Kawamura et al., 1979; Leventhal et al., 1980). The input to the RRZ is mediated by fine axons (Giguère et al., 1980) and arises from medium-sized retinal ganglion cells (Kawamura et al., 1979; Leventhal et al., 1980), which have a dendritic field size and morphology similar to that of cells providing the predominant input to the parvocellular laminae (Leventhal et al., 1980). Given the close apposition of the RRZ to the dLGN at some points it is contiguous with the MIN and its relay function (see Chapter 2), it may be more properly considered as part of the dLGN complex (Mason, 1978; Giguère et al., 1980). Giguère et al. (1980) use the term "generculate wing" to refer to a region which comprises the RRZ and a narrow strip extending ventrally from the RRZ to the OT, which is innervated by fine fibres. Many authors, however, consider this narrow region to be part of the
MIN, it contains small cells, whereas the RRZ contains larger, medium-sized neurones and is indistinguishable from the more medial parts of the lateral posterior pulvinar complex (Berman and Jones, 1977). The majority of neurones recorded in the RRZ have properties characteristic of W-cells, though a substantial proportion of Y-cells and a small number of X-cells are also encountered (Mason, 1981). W-cells in the RRZ have large receptive fields and respond poorly to velocities above 50' sec.
CHAPTER 2

THALAMIC INPUT TO AREA 18:
A COMPARISON WITH AREA 17

2.1: Functional Type Of Thalamic Input To Area 17 And Area 18

2.2: Laminar Distribution Of Thalamic Afferents In Area 17 And Area 18
2.1. FUNCTIONAL TYPE OF THALAMIC INPUT TO AREA 17 AND AREA 18

As described in the preceding chapter, the vast majority of cells in the visual thalamus receive their retinal input selectively from either X-Y or W cells. Spatial and temporal integration of excitatory retinal inputs in the thalamus and their modulation by inhibitory interneurons leads to differences between thalamic X, Y, and W cells and their retinal counterparts. In addition, evidence is beginning to emerge for a certain amount of variation at the post-retinal level in response properties of X, Y, and W cells, which is related to their location in different nuclei of the thalamus, in different layers of the laminated dLGN, or even within the depth of a single layer in that nucleus. Some of the differences in response properties among cells of the same type may be correlated with differences in underlying morphology. There is now substantial evidence from anatomical and physiological sources for quantitative differences in the contribution of different thalamic nuclei to different layers of the laminated dLGN, and of different functional types in the thalamus to the subcortical input to areas 17 and 18.

2.1.1. Anatomical Studies

a) Projections From The Dorsal Lateral Geniculate Nucleus

The dorsal laminae of the dLGN project to areas 17 and 18 to the exclusion of other visual areas. The most substantial projection from the A laminae (70-80% of cells) Lin and Sherman, 1975; Geisert, 1973) to area 17, which in turn depends most heavily for its thalamic input on the dorsal layers of dLGN, they contribute 64% of the thalamic input to area 17 (Hollander and Vanegas, 1977). Compared with area 17 area 18 receives a relatively weaker projection from the A laminae (10-15% of cells), Lin and Sherman, 1978; Geisert, 1984) which contributes 47% of its thalamic input (Hollander and Vanegas, 1977). Thalamus...
and Albuc (1967) conclude that the projection from the A-lamina to area 17 is five times greater than that to area 18. At least some regions of area 18 receive a stronger projection from lamina A than from lamina A (Hollander and Vanegas 1977 Geesell 1961 1965). The greatest concentration of area 18 projecting cells in the dorsal layers is found in the ventral part of lamina A (Geesell 1961).

Compared with area 17, area 18 is relatively more dependent on lamina C for its thalamic input. Lamina C contributes 20% of the input to area 18, but only 47% of the input to area 17 (Hollander and Vanegas 1977). As described in Chapter 1, cells located ventrally in lamina A and in lamina C can be distinguished physiologically from their counterparts in lamina A and the dorsal part of A (Bair, 1961, 1964, and Lehmkulke, 1964). According to Geesell (1961), 70% of the cells in the C laminae project to area 17 and 25% to area 18. Bulloch et al. (1961) and Burinbacher and Albuc (1967) also conclude that the projections from the C laminae to areas 17 and 18 are comparably strong.

The parameter cell layers contribute no more than 35% of the input to areas 17 and 18. The projection to area 17 being slightly the more substantial (Hollander and Vanegas 1977).

Considered together, neuroanatomical studies which have employed retrograde degeneration (Carp and Powell 1967), anterograde degeneration (Wilson and Crone 1967, Nunn and Fagan 1970, Rossignol and Colonnier 1971), and more recently, retrograde axonal transport of HRP (Mersiowicz 1975, LeVay and Ferster 1977, Hollander and Vanegas 1977, Leventhal 1977, Geesell 1980), and combined anterograde and retrograde transport of HRP (Ferster and LeVay 1978) have provided the following details on the projections of the dLGN to areas 17 and 18. Medium-sized cells in the A-laminae project via medium-sized axons to areas 17 and 18. Their projections to area 17 are substantially and almost exclusively from large cells in the dLGN and lamina C. Medium-sized cells in the A-laminae and lamina C and a relatively sparse input via fine axons from small cells in the C laminae.
A consideration of the morphology of physiologically identified geniculate cells (Friedlander et al. 1979, 1981; Stanford et al. 1981, 1983), and the cortical projections of geniculate neurones identified on the basis of their entire dendritic morphology (Meyer and Albus 1980b), yields more precise information on the projections to areas 17 and 18 of different functional types in the dLGN. Area 18 receives a dominant input from class 1 Y neurones and a weak input from class 2 cells, while area 17 receives a relatively more substantial input from class 2 than from class 1 cells. Class 3 X- and class 4 W cells provide only a small proportion of the input to area 17 and area 18. Class 1 cells contribute a high proportion of the input to area 18 from both the A laminae 5 and 7.4, while class 2 cells comprise no more than 16% of the input to area 18 from the dorsal or ventral layers. In contrast, a substantial proportion of the input to area 17 from both the A and C laminae 7.4 and 7.5, respectively, derives from class 2 cells. Class 1 cells comprise only 1.5% of the input from the A laminae and 10% of the input from the C laminae to area 17.

Since most if not all class 2 cells are relay cells and the majority are of the X-type, area 17 must receive a projection from both X- and Y-cells. The predominant input to area 18 derives from Y cells. Since some class 2 cells are Y-cells, it is impossible to determine with certainty the physiological identity of the residual input to area 18 from the A laminae. However, the same size distribution of class 2 cells projecting to areas 17 and 18 is similar (Meyer and Albus 1981b), and thus at least some class 2 cells projecting to area 18 are likely to be X-cells. Compared with class 1 cells, class 2 cells provide a relatively higher proportion of the input to callosal than to allocortical regions of area 18, which might suggest that the geniculate X-cell input to area 18 is concentrated near its border with area 17. However, the change in relative numbers of class 1 and 2 cells projecting to areas 17 and 18 is not strictly related to that border as defined by physiological or cytoarchitectonic criteria, and geniculate class 2 cells provide a significant input to regions of area 18 distant from its border with area 17. In addition, a small proportion of the input to area 18 from the A laminae derives from class 3 (X)
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cells. Physiologically identified X-axons have been seen to arborize in and to either side of the 17-18 border region (Freund et al. 1985a, Humphrey et al. 1983b), and a lamina-C cell displaying linear spatial summation has been shown to project exclusively to area 18 (Humphrey et al. 1985).

If class 2 cells in a lamina project mainly to area 17 and some of those which project to area 18 are X-cells, then the smaller class 2 Y-cells must project almost exclusively to area 17. Thus, the Y input from LGN to area 18 derives from class 1 cells, whereas area 17 receives a mixed Y projection from class 1 and class 2 cells. The demonstration (Humphrey et al. 1985a) that Y-cells in the A laminae which project to area 18 have on average significantly larger somata than those which project to area 17 is consistent with this interpretation.

Class 4 W-cells provide a significant proportion of the input from the C laminae to areas 17 and 18. With increasing eccentricity the proportion of the input to area 18 from class 4 cells increases and that from class 1 and class 2 cells decreases.

Since Carey and Powell (1974) it has recognized that some cells in the LGN project to both areas 17 and 18 via axons that branch. However, there is still considerable dispute concerning the proportions of geniculate cells that project to both cortical areas via branching axons. It is clear from the above arguments that the vast majority of cells in the A laminae which send an axon to both areas 17 and 18 must be class 1 Y-cells. On the basis of physiological evidence, Stone and Broom (1975) concluded that most of all Y-cells in the dorsal layers project to both areas via branching axons. In contrast, LeVay and Ferster (1977) found few cells in the A laminae labelled after injections of HRP into area 18 and concluded that only a negligible proportion of Y-cells in the A laminae could send bifurcating axons to both areas 17 and 18. However, other authors (Lin and Sherman 1978, Gersott 1980) reported a much more substantial input to area 18 from the A laminae and thus the low proportion of labelled cells found by LeVay and Ferster (1977) may reflect small injections of HRP. Gersott (1980) estimated that 10% of cells in the A laminae project to both areas 17 and 18. If it
It is assumed that Y-cells comprise one third to one half of cells in A laminae (LeVay and Purdy, 1977; Friedlander et al., 1978). Then a fifth to a third of Y-cells in A laminae project to both areas 17 and 18. Since few Y-cells are likely to be interneurons, Friedlander et al. (1978) Bulher et al. (1984) have reported that 12-21% of cells in the A laminae that project to areas 17 and 18 do so via branching axons in general agreement with this interpretation. On the other hand, Bambacher and Allais (1987) insist that the proportion of projection neurones in the A laminae which send axons to areas 17 and 18 is much lower than this (3%). On the basis of this estimate, no more than about 10% of Y-cells in the A laminae could send bifurcating axons to areas 17 and 18. Humphrey et al. (1985) have directly confirmed the existence of axons from Y-cells in the A laminae that branch to innervate areas 17 and 18 although the majority of their sample arborized in one of the two areas. It is unclear what extent the input from the A laminae to area 18 is shared by areas 17. Gessert et al. (1980) concluded that 26% of area 18 projecting cells in the dorsal layers also project to area 17 while Bulher et al. (1984) estimated that only 50% do so. More recently Bambacher and Allais (1987) have reported a much lower proportion (17%) of area 18 projection cells in the A laminae with an input to area 17.

Estimates of the degree of divergence in the projection from the C laminae to areas 17 and 18 also vary widely. Gessert et al. (1984) concluded that 50% of cells in the C laminae project to areas 17 and 18 via bifurcating axons while Bulher et al. (1984) estimated that only about 15% do so. Bambacher and Allais (1987) have recently reported a slightly lower proportion (15%) of cells with bifurcating axons in the projection from the C laminae to area 17. These authors also concluded that only 32% of neurones involved in the projection from the C laminae to area 18 also project to area 17, an estimate which contrasts markedly with that (53%) of Gessert et al. (1980) Of the axons of lamina C Y cells recovered by Humphrey et al. (1985), two branched to innervate areas 17 and 18 and two arborized exclusively in area 18.
Bunzlecker and Albus (1987) argue convincingly that the discrepancies in the reported proportions of neurones with branching axons in the projection from the A- and C-laminae to areas 17 and 18 can be attributed almost entirely to differences in the location of sites for the injection of retrograde tracers in the different studies. They claim that in Genets’ classic study, injections aimed at area 18 were actually located at the transition zone between areas 17 and 18 and that in Holler et al.’s (1973a) study, the location of injection sites close to the area 17/18 border resulted in false double labelling of projection neurones. Thus, it would seem that only a small proportion of projection cells in the dLGN have bifurcating axons which innervate both areas 17 and 18.

(b) Projections From The Medial Interlaminar Nucleus

The MIN contributes approximately 25% of the thalamic input to area 18, the proportion of input from the MIN increasing with eccentricity (Hollander and Vanegas 1977; Leventhal et al. 1986). The dominant input from the MIN to area 18 originates in large cells (Garey and Powell 1977; Jeseczewicz 1977; Devaux and Förster 1976; Hollander and Vanegas 1977; Leventhal and Keens 1978a) with class I morphology (Meyer and Albus 1980b) and is mediated by large-caliber axons (Wilson and Crandall 1976; Summ and Sprague 1976; Burrows and Bayliss 1976; Humphrey et al. 1984a) that have described the axonal arborisations in area 18 of a physiologically identified Y axon arising from a class I cell in the MIN. Some of the many small cells in the MIN (Katz et al. 1973c) also project to area 18 (Leventhal and Keens 1978a). Though these may be W cells, it should be emphasized that a minority of Y cells recovered in the structure function analysis of Raczkowski and Sherman (1987) also had small fusiform somata. The proportion of the input to area 18 from small cells in the MIN increases with eccentricity (Meyer and Albus 1980b). Class 2 cells comprise a small proportion of the input from the MIN to calcarine area 18 (Meyer and Albus 1980b). At least some of these are likely to be X-cells since both class 2 cells and X-cells in the MIN are located exclusively near its medial border with the laminated part of the dLGN.
A projection to area 17 from the MIN was identified by Feister and LeVay (1978), Leventhal (1979), Geser (1980), Numa et al. (1981), Bullier et al. (1984a) and Bumbacher and Albus (1987) but not by Rosenquist et al. (1974). Hollander and Vanegas (1977) or Kennedy and Balswicher (1977). Leventhal (1979) using highly localized injections of HRP into area 17 demonstrated that small numbers of large and small MIN cells terminate there Bumbacher and Albus (1987) estimate that the projection from the MIN to area 18 is more than three times as large as that to area 17.

Geser (1980) found both small and large double-labelled cells in the MIN after injections into area 17 and area 18 and thus it is likely that both W and Y cells project to areas 17 and 18 via axons that branch Bullier et al. (1984a) and Bumbacher and Albus (1987) agree that the projections from the MIN and the laminae comprise a comparable proportion of cells with bifurcating axons which supply both areas 17 and 18. Only 15% of cells in the MIN which project to area 18 also send an axon to area 17 Bumbacher and Albus (1987).

(c) Projections From The Lateral-Posterior Pulvinar Complex

The most substantial projection to areas 17 and 18 from the LP pulvinar complex derives from the cortical recipient zone (Graybiel and Berson 1980 Hughes 1980 Miller et al. 1981) in which the majority of neurons respond preferentially to moving stimuli and are direction-sensitive (Mason 1981).

According to Leventhal et al. (1980) the retinal recipient zone (RRZ) of the pulvinar projects neither to area 17 nor to area 18. However, Hollander and Vanegas (1977) report a projection to area 18 from a sheet of white matter which separates the LGNd from the LP pulvinar complex and massive injections of HRP into the area 17 18 border region (Hughes 1980) labelled a small number of cells in the RRZ. A projection to area 18 from the RRZ of the pulvinar has been confirmed by Meyer and Albus (1981b). The majority of cells in the RRZ including those that project to extrastriate visual areas 19 and the lateral suprasylvian area
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are as small as those in the parvocellular laminae (Leventhal et al., 1980). The projection to area 18 arises from larger cells with class 2 morphology (Meyer and Albuis 1981b). Thus it is speculative that may be Y or even X CELLS, while W CELLS in the BRZ (Mason 1981) may project to other extrastriate visual areas.

There is a sparse projection to area 18 from the intralaminar nucleus (Hollander and Vanegas 1977; Meyer and Albuis 1981b) which arises from neurones with a dendritic morphology and branching pattern similar to that of class 1 cells in the dlGN, but with a larger soma (Meyer and Albuis 1981b).

2.1.2. ELECTROPHYSIOLOGICAL STUDIES

Anatomical evidence for a differential thalamic input to areas 17 and 18 has largely been confirmed by electrophysiological studies (Stone and Dreher 1975; Singer et al. 1977; Tretter et al. 1975; Henry et al. 1976; Buller and Henry 1974; Dreher et al. 1980; Harvey 1980; Martin and Whitteridge 1981) which take advantage of the differences in conduction velocity of X, Y and W axons to identify afferents to different cortical areas.

X CELLS project almost exclusively to area 17 which also receives an input from Y and W cells. Before there was evidence that W cells relay through dlGN it was believed (Stone and Dreher 1973; Singer et al. 1977) that X cells provided the dominant input to area 17. However, if the most slowly conducting axons arriving in the striate cortex are interpreted as arising from W cells, there is substantial agreement between studies that area 17 receives its predominant input from both X- and Y-driven cells. The input from W cells is rather less substantial (approximately 20% of thalamic input to area 17).

The thalamic input to area 18 derives almost exclusively from Y cells (Stone and Dreher 1973; Tretter et al. 1975; Harvey 1980; Dreher et al. 1980). The CSD analysis of Mitzdorf and Singer (1978) revealed that the input to area 18
as initiated by one group of homogeneously fast-conducting afferents which are
covincingly faster than the fastest input to area 17. This probably reflects
the preponderant input to area 18 from the MLN which contributes only a small
proportion of the input to area 17. The axons of Y-cells in the MLN are faster and
more homogeneous in conduction velocity than their counterparts in the laminated
part of the dLGN (Krauz et al. 1954; Breher and Sefton 1979). In addition,
the dominant input to area 18 from the laminated part of the dLGN arises from
cells with the fastest axonal conduction velocity (class 1 Y-cells) which provide a
low proportion of the input to area 17. Thus, one would expect the latency of the
dominant excitatory synaptic activity revealed by CSD to be significantly shorter
in area 18 than in area 17, even though area 18 does not receive an exclusive input
from a subgroup of Y-cells. Humphrey et al. (1985d) have confirmed that despite
considerable overlap Y-axons innervating area 18 have on average significantly
faster conduction velocities than those that innervate area 17.

Estimates of the proportion of area 18 cells which receive input from X-cells range
from 4 to 7%. However, some of the slowly conducting afferents reaching area 18
may arise from W-cells since the separation between X- and W-cells on the basis
of axonal conduction velocity is not as reliable as that between X- and Y-cells.
That the W-cell input to area 18 has not been convincingly demonstrated in
physiological studies may reflect the fact that the bulk of the W-cell projec-
tion to cortex arrives in the superficial layers (see section 2.2), which are more
prone to damage, and whose resident cells may be under-represented in physiolog-
cal studies. Of course, a similar argument would apply to W-cell projections to
area 17. Notwithstanding the claim (Breher et al. 1980) that the superficial layers
of area 18 are more difficult to record from than those of area 17, it is difficult to
offer an explanation for the difference in the strength of the W-cell input to areas
17 and 18 revealed by electrical stimulation experiments but not anticipated from
anatomical work.
2.2. LAMINAR DISTRIBUTION OF THALAMIC AFFERENTS IN
AREA 17 AND AREA 18

Knowledge of the exact localization of thalamic afferent terminals is central to
an understanding of the internal circuitry of areas 17 and 18. The laminar termina-
ations of afferents from cells located in different nuclei of the thalamus or at
different depths in the dLGN are now well-documented.

The characteristic pattern of lamination of the visual cortex observed in Stain-
stained sections reflects the size, density, and distribution of pyramidal and non-
pyramidal cells. Non-pyramidal cells can be subdivided into three groups: spiny-
sparcey, spiny, and aspiny stellate cells (Cabe 1971; LeVay 1973), within which there is enormous heterogeneity (Peters and Regal 1981).

2.2.1. Lamination Of Area 17

The commonly accepted cortical lamination scheme for area 17 is based upon
six principal layers arranged parallel to the cortical surface and labelled I VI
(O'Leary 1941; Otsuka and Hassel 1962). The most superficial layer I is
narrow and contains chal and non-spiny stellate cells. The composite layer II III
is a broad band composed principally of small pyramidal and non-spiny stellate
cells. The division between these two superficial layers is difficult to discern,
but the average size of resident pyramidal cells increases with cortical depth.
According to the scheme of O'Leary (1941), a line of large pyramids marks the
border between layers III and IV. Layer IV is composed principally of stellate cells,
and is unique in containing the spiny variety. It is divided into upper and lower
sublaminas with respect to cell size, packing density, and predominant cell type.
The subdivisions IVA, IVB (O'Leary 1941) and IVA, IVc (Otsuka and Hassel
1962) are equivalent (Land et al. 1970; Humphrey et al. 1985). Layer IVA
consists of rather loosely packed, small- to medium-sized pyramidal neurones, and
(predominantly spiny) stellate cells. Layer IVB contains more tightly packed
small stellate cells and a small proportion of pyramidal cells. The cells in layer V are rather sparsely distributed. Layer VA is a narrow sublamina of small and medium-sized pyramidal cells while layer VB contains the largest pyramidal cells in the stratum cortex, interspersed with a larger number of small pyramids. The tops of the somata of large pyramids in layer V mark its border with layer VA. Pyramidal cells are the predominant cell type in layer VI where they have a distinctly tiered organization.

2.2.2. Termination Of Thalamic Afferents In Area 17

Extracellular tracing studies (LeVay and Gilbert 1976; Rosenquist et al. 1974; Leventhal 1978) demonstrated a dense band of projection from the thalamus to layer IV and the III-IV border region, a weaker projection to layer VI, and a small but significant projection to lower layer III.

The projection from the thalamus to layer IVA and the III-IV border region originates in large cells (Leventhal 1978) and is mediated by fast-conducting (Mitzdorf and Singer 1978) large (presumed class 1) axons (Ferster and LeVay 1978). The input to layer IVB arises from small to medium-sized cells (Leventhal 1978) and is mediated by more slowly conducting (Mitzdorf and Singer 1978) medium-sized (presumed class 2) axons (Ferster and LeVay 1978). The conclusion (Ferster and LeVay 1978; Leventhal 1978) that Y-cells terminate in layer IVA, and X-cells in layer IVB rests on the assumption that class 1 cells are Y-cells and class 2 cells are X-cells. However, some Y-cells have class 2 morphology (Friedlander et al. 1981), and thus the larger calibre class 2 axons terminating in layer IVB may arise from Y-cells. On the other hand, Bulter and Henry (1978) report that the termination of medium-sized axons in layer IV is not restricted to IVB but extends somewhat into layer IVA, and that the terminals from large and medium-sized axons overlap to some extent in the middle of layer IV. Using intracellular injection of HRP into a small sample physiologically identified geniculate axons, Gilbert and Wiesel (1979) reported confirmation of the sublamellar segregation of
X- and Y-afferents in layer IV. However, more extensive studies (Freund et al. 1985a; Humphrey et al. 1985a) have demonstrated substantial overlap in layer IV of terminals of physiologically identified X- and Y-axons. The terminal fields of X-cells are either confined predominantly to layer IVA and the III IV border region or to layer IVB: they are distributed throughout layer IV and the III IV border region. Y-axons terminate predominantly in layer IVA and lower layer III (Freund et al. Pesce, Humphrey et al. 1985a), though some also arborize in layer IVB (Humphrey et al. Pesce). Interestingly, the sublaminar projections of X- and Y-cells in layer IV are related to the location of parent somata within the depth of the A laminae (Humphrey et al. Pesce). Briefly, the initial view that afferents from X- and Y-cells are segregated respectively into upper and lower parts of layer IV still holds only for X-cells in the central third and Y-cells in the outer thirds of the A laminae.

Geniculate input to layer VI is concentrated dorsally and arises from medium and large cells of the A laminae (Leventhal 1979) via collaterals of medium and large axons which innervate layer IV (Erster and LeVay 1978). Physiologically identified axons of X- and Y-cells projecting to layer IV have been seen to innervate layer VI, where their terminal fields overlapped substantially (Humphrey et al. 1985a).

The C laminae project to lower layer III, the III IV and IV V border regions and to the superficial part of layer I (LeVay and Gilbert 1977). The small cells of parvocellular C lamina project via axon collaterals principally to layer I less substantially to lower layer III and weakly to the IV V border region (Erster and LeVay 1978; Leventhal 1979). Small cells in lamina C project to the IV A border region while large cells project to the III IV border region and upper layer IV (Leventhal 1979).

According to Leventhal (1979), the projection from large cells in the MIN arrives at the III IV border region and in upper layer IV while small MIN cells project to layer I.
Thus the evidence to date has provided the following details on the lamellar terminations in area 17 of X, Y, and W afferents' axon terminals from W cells in the parvocellular laminae and from small (W or Y) cells in the Min. Afferents in the superficial part of layer I immediately below the limiting membrane. Lower layer I and layer II do not receive thalamic afferents. Lower layer III receives an input from X- and Y-cells of the A-laminae with the projection from Y-cells rising higher than that from X-cells (Humphrey et al. 1985a) and from the W-cells of the parvocellular C laminae which project to layer I. Upper layer IV and the III, IV border region receives a substantial projection from Y-cells in the A-laminae, lamina C, and the Min and from X-cells in the A-laminae. The predominant input to layer IV B arises from X-cells in A-laminae; though some A-laminae Y-cells have axons that terminate there. The projection to the IV/V border region from W-cells in the magnocellular and parvocellular C laminae partially overlaps the X-cell projection to layer IV B. Axons of some X- and Y-cells which project to layer IV sparsely innervate layer I. X and Y-cells in the A-laminae project to layer VI where their axon terminal fields overlap considerably. The input to layer VI is relatively weak compared with that to layer IV and is concentrated dorsally within the layer.

The amplification of the Y relative to the X pathway which begins in the dLGN and Min (see Chapter 11) is intensified in the cortex. In area 17 Y axons have more extensive arborisations and make more synapses per bouton than X axons (Gilbert and Wiesel 1979; Martin and Whitteridge 1981; Freund et al. 1985; Humphrey et al. 1985a). Notwithstanding the relative difficulty in electrically activating X compared with Y fibres (for example, Hoffmann et al. 1972; Stone and Dreher 1973; Martin and Whitteridge 1981), this would explain why a similar proportion of X- and Y-driven cells have been recorded in area 17, although there are approximately twice as many X than Y-cells in the dorsal layers of the dLGN (Friedlander et al. 1981).
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2.2.3. Lamination Of Area 18

The cytoarchitecture of area 18 is well-documented (Otsuka and Hassler 1962; Sanderson and Hoffmann 1969; Garey 1971; Harvey 1970a and Humphrey et al. 1971). Immediately beneath layer I lies a zone composed principally of small pyramidal cells. This superficial zone was designated layer II by Otsuka and Hassler (1962) and Garey (1971), though Harvey (1970a) preferred the term layer II IIIa in order to convey the difficulty in distinguishing the border between layers II and III. Compared with area 17, the most striking cytoarchitectonic feature of area 18 is that layer III is relatively wide and layer IV correspondingly narrow. Layer III has been divided into two sublayers by Otsuka and Hassler (1962). Harvey (1970a) layer IIIa consists mainly of small and medium-sized pyramidal cells, while layer IIIb contains in addition a scattering of large pyramidal cells. The lower aspect of layer III is situated about half way through the thickness of the cortex and is marked by occasional large pyramidal cells. These occur less frequently than the analogous border pyramids in area 17. In area 18, large loosely-packed pyramidal cells are most prevalent approximately 200 μm above the border with layer IV. As in area 17, layer IV is composed of two sublayers. Layer IVB is conspicuous by its relatively small, moderately-packed somata. It is similar to layer IVB in area 17, but contains more medium-sized cells and is not as densely-packed. The border between layers IVA and IVB is difficult to discern and involves a gradual transition from the smaller cells in layer IVB to the medium and large, more loosely-packed cells in layer IVA. The increase in cell size continues dorsally within layer IVA. Spiny stellate cells which in area 17 are found exclusively in layer IV, are absent from layer IV in area 18. Layer V occupies approximately the same position in area 18 as it does in area 17, but is slightly wider. It is sparsely filled with large pyramidal neurones. The border between layers IVA and V occurs at the level of the apices of the most superficial pyramidal cells comprising layer V. An equivalent to layer VA in area 17 is not apparent in area 18. Layer VI is more densely packed than layer V and is composed chiefly of medium-sized pyramidal cells.
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2.2.1. Termination Of Thalamic Afferents In Area 18

The A-laminae project relatively heavily to layer IV and the III/IV border region (LeVay and Gilbert 1976; Harvey, 1980a; Miller et al., 1980) and less substantially to layer VI (LeVay and Gilbert, 1976; Miller et al., 1980). The above authors concluded that axons of cells in A-laminae terminate throughout layer IV and rise only a short distance (100 μm) into layer III. However, according to Humphrey et al. (1983b), the terminal fields of axons from Y-cells in the A-laminae largely avoid layer IVB but densely innervate layer IVA and the lower 400 μm of layer III. The input to layer III is more substantial and rises higher in area 18 than in area 17.

The C-laminae project relatively heavily to layers IV and less substantially to layers I and II (LeVay and Gilbert, 1976; Miller et al., 1980). The axons of Y-cells in lamina C-like those of their counterparts in the A-laminae-terminate densely in layer IVA and lower layer III, but only sparsely innervate layer IVB (Humphrey et al., 1983b). Thus the primary input from the C-laminae to layer IVB may arise from W-cells. Axons from Y-cells in the C-laminae which innervate layer IV also provide a weak input to layers I and VI (Humphrey et al., 1983b). However, the thalamic input to layer VI is considerably weaker in area 18 than in area 17 (Rossoignol and Colonier, 1974; Rosenquist et al., 1974; LeVay and Gilbert, 1976; Humphrey et al., 1983b).

The projection to area 18 from the MIN arrives in layer IV (Rosenquist et al., 1974). An axon of a Y-cell in the MIN has been seen to arborize extensively throughout layer IV and the lower 400 μm of layer III and to sparsely innervate layers V and VI (Humphrey et al., 1983b). The thalamic Y-afferents to area 18 recovered by Freund et al. (1985a) densely innervated layer IVA, but also provided substantial input to layer IVB. These afferents may have arised from Y-cells in the dLGN or, alternatively, some Y-cells in the dLGN may also have axons which arborize throughout layer IV in area 18.

In accordance with anatomy the prominent input to area 18 arrives in layer IV.
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and the input to layer VI is less prominent than in area 17 (Mitzdorf and Singer, 1978). The input to layer I is as insignificant as in area 17.

The lateral spread of Y-afferents in area 18 is 2–3 times larger than in area 17 (Humphrey et al., 1985a,b). Conversely, small HRP injections into layer IV of area 18 (Geisert, 1985) label cells occupying a more extensive region of the dLGN than do comparable injections in area 17 (Leventhal, 1979).
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3. INTRODUCTION

3.1. PREVIOUS COMPARISONS OF AREA 17 AND AREA 18

The pioneering studies of Hubel and Wiesel (1962, 1965) provided the first comparisons of neuronal organization in areas 17 and 18. Compared with geniculate cells (Hubel and Wiesel 1961), the most striking feature of cortical cells was their selectivity for the orientation of light-dark contours in appropriate regions of the visual field. Hubel and Wiesel (1962, 1965) identified three major cell types which in order to make explicit their hierarchical model of visual processing they termed simple, complex, and hypercomplex. When mapped with small stationary spots of light, the receptive fields of simple cells could be partitioned into at least two adjacent, parallel ON and OFF zones, each of which was opposed due to excitatory convergence from a number of on- or off-centre geniculate cells with receptive fields arranged in a row. Simple cells also resembled geniculate cells in showing summation within and antagonism between receptive field subregions. Cells for which one of these requirements was not fulfilled were classified as complex. Only rarely could separate ON and OFF subregions be demonstrated in complex cell receptive fields, and for these non-uniform complex cells the principles of summation and antagonism did not hold. Hubel and Wiesel (1962) thought that complex-cell receptive fields could best be accounted for by excitatory convergence from a number of simple cells with identical receptive field axes or orientation. Except for their specificity for stimulus length, hypercomplex cells resembled complex cells from which they were thought to derive their excitatory input. In support of their hierarchical model, Hubel and Wiesel (1962) found that in area 17, complex cells were prevalent in the superficial and deep layers, simple cells in layer IV, and was recognized as the major terminal zone of geniculate afferents. The absence of hypercomplex cells in area 17 and of simple cells in area 18 led Hubel and Wiesel (1962, 1965) to conclude that the two cortical areas process information serially with area 18 receiving its most important input from area 17. Although reciprocal connections were demonstrated between areas 17 and 18 (Wilson 1968), Gilbert and Kelly (1975) found a relatively weak projection from area 18 to area 17. In
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line with the hierarchical scheme of Hubel and Wiesel (1962-1965).

More recently, comparably strong reciprocal connections have been demonstrated between areas 17 and 18 (Bulher et al., 1984; Symonds and Rosenquist, 1984), which also contain a similarly high proportion of cells with monosynaptic thalamic input (Egger et al., 1975; Trotter et al., 1975). Moreover, the receptive field properties of area 18 cells are relatively unaffected by ablation or cooling of area 17 (Donaldson and Nash, 1975; Drayer and Collins, 1975; Sheriff, 1978). The above observations suggest that contrary to Hubel and Wiesel (1962-1965), areas 17 and 18 are primary visual areas which process information largely in parallel — a conclusion strengthened by comparisons of the neuronal organization in the two areas. Thus, although a number of different procedures have been employed to classify cells, it is now generally agreed that areas 17 and 18 contain similar cell types (Egger et al., 1975; Trotter et al., 1977; Hammond and Andrews, 1978; Harvey, Rosin, Ferster, Post, Orban and Kennedy, 1981). The most widely used alternative to the classification scheme of Hubel and Wiesel (1962-1965) is that proposed by Henry (1967) and Henry et al. (1978) — and modified by Orban and Kennedy (1981). A common feature of these rather similar schemes is that among cells with overlapping ON- and OFF-receptive-field subregions mapped with stationary flash presented stimuli, B-cells are distinguished from C-cells by their sharply-peaking histogram profiles in response to a bar moving across the receptive field. Similarly, among cells with either a single ON- or OFF-receptive-field zone or a number of non-overlapping ON- and OFF subregions, bar motion evokes a sharply-peaking response in S-cells but a sustained response across the entire receptive field in A-cells. The proportions of these cell types are similar in areas 17 and 18, with S-cells predominating in both areas (Henry et al., 1980; Bulher and Henry, 1979; Harvey, 1980a; Orban and Kennedy, 1981; Martin and Whitteridge, 1981), and contrary to Hubel and Wiesel (1962-1965), simple cells are common in area 18 (Ferster, 1981). The laminar distribution of different cell types is similar in areas 17 and 18 (Gilbert, 1977; Leventhal and Hirsch, 1978; Henry et al., 1979; Bulher and Henry, 1979; Harvey, 1980a; Ferster, 1981; Orban and Kennedy, 1981; Ferster
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and Lindstrom, 1983. Martin and Whitteridge, 1984) the distribution of complex
or C-cells peaks in layer V and in the superficial layers, while simple or S-cells
comprise layers IV and VI. In both areas, S-cells also dominate in layers II
and III (Henry et al 1979; Bullier and Henry 1976). Harvey 1980a; Orban
and Kennedy 1981; Martin and Whitteridge 1984). Further, the association
between cell type and synaptic distance from the thalamus is similar in the two
areas. Most S-cells receive more synaptic thalamic input, while the majority of
C-cells are indirectly driven by thalamic afferents (Henry et al 1979; Bullier
and Henry 1980a; Harvey 1980a; Martin and Whitteridge 1984). These results
are broadly congruent with those of Singer et al. (1987) and Trotter et al. (1976)
who compared the afferent connectivity of areas 17 and 18, but classified cells only
on the basis of responses to stationary stimuli. Finally, different cell types show
comparable differences in response properties in the two areas (Henry et al 1978b;
1979; Harvey 1980a; Orban and Kennedy 1981; Orban et al 1983b). Thus, C
and S-cells have higher spontaneous activity than S or B-cells which have low or absent
resting discharge, S-cells are more often monocularly driven than B or A-cells,
they contain the highest proportion of direction-selective cells and together with
B-cells, have the narrowest directional tuning (measured quantitatively). The major
differences between the two areas are that area 18 cells have larger receptive fields
(Hubel and Wiesel, 1972, 1976) prefer lower spatial frequencies (Movshon et al
1978) and respond to higher stimulus velocities (Orban et al 1983b).

3.2 RELATIVE PREFERENCE AND DIRECTIONAL TUNING FOR
ORIENTED AND TEXTURED STIMULI IN AREA 17 AND AREA
18 CELLS

Previous comparisons of response properties of cells in the two areas have been
made using oriented stimuli in isolation, but it is clear that the texture of objects
plays a fundamental role in visual perception (Gibson 1950, 1956; MacKay 1957)
For example, field gradients of texture velocity provide important clues to the speed and direction of self-motion through a textured environment and either as a consequence of self-motion or of real movement, objects are commonly perceived against contoured or textured backgrounds.

In this laboratory visual texture has been used extensively in area 17, both as a stimulus in its own right and as a background against which to present conventional oriented stimuli (Hammond and MacKay 1975, 1977, 1981b, Hammond 1978, 1981a, b; Hammond and Smith 1983, 1984; Hammond et al. 1986). Thus, in view of the reported similarities in neuronal organization of areas 17 and 18 it was of interest to compare the response properties of cells in the two areas using textured stimuli, particularly since area 18 is thought to be involved in visual movement perception.

Hammond and MacKay (1975, 1977) found that in static cortex motion of a field of static visual noise drove only complex cells which by implication could not receive their sole input from simple cells, as postulated by Hubel and Wiesel (1962). Hammond and MacKay (1977) found excellent texture response in a few cells recorded incidentally from area 18 but quantitative studies of noise sensitivity in this area are limited in number and are not directly comparable with previous work in area 17. Dine and von Seelen (1981b) reported that area 18 cells gave little or no response to motion of a field of Gaussian noise but used a noise process with inappropriate spatial frequency characteristics for area 18 cells. Few authors have reported sensitivity of area 18 cells to motion of various types of random pattern, which are qualitatively and quantitatively different from the type of visual noise used by Hammond and MacKay (1975, 1977); they comprise a random square pattern (Orban et al., 1975, Orban and Callens, 1977a, b) multiple spot patterns (Gibson et al., 1978, Hoffmann et al., 1984), and foveal noise (Schoppmann, 1981). Pertinently, in the superior colliculus responsiveness to motion of a field of visual noise and directional tuning for that stimulus depend critically on the type of noise process used (Frome, 1980a). Further even allow
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...ing for the relatively large receptive fields of area 18 cells, the size of the elements in the patterns used by Orban and Callens (1977a, b; 1 x 1), Gibson et al. (1978, 0.5-7.5 dia) and Hoffmann et al. (1984 1-5 dia) contrasts markedly with the average grain size 14 in the noise used by Hammond and Mackay (1975, 1977). In the studies of Orban et al. (1977), Orban and Callens (1977a, b) and Gibson et al. (1978), the large pattern elements presumably reflect at least in part the peripheral (10-50 eccentricity) and hence large, receptive fields of recorded units. This represents a further difference between studies of noise sensitivity in the two cortical areas for Hammond and Mackay (1975, 1977) recorded from cells in the central projection of area 17.

A major point of interest is whether the differential responsiveness of simple and complex cells to motion of a field of visual noise observed in area 17 (Hammond and MacKay, 1975, 1977) also obtains in area 18. A plausible explanation for the noise insensitivity of simple cells in area 17 is that most show linear spatial summation (Movshon et al. 1978a, Andrews and Pallen, 1979, Kulikowski and Bishop, 1981, Dean and Tolhurst, 1983) for motion of visual noise causes little or no net change of flux across the receptive field. However, it is generally assumed that area 18 cells summate non-linearly since the predominant thalamic input to this area derives from Y-cells (Stone and Dreher, 1973, Tretter et al., 1975, Dreher et al., 1980, Harvey, 1980a, b) which show non-linear spatial summation (Enroth-Cugell and Robson, 1966, Hochstein and Shapley, 1976a, b). Moreover, Y-cells in lamina C show a more pronounced non-linear receptive field component than do their counterparts in the A-laminae (Fraschella and Lehmkuhle, 1984), and area 18 depends more heavily on lamina C for its thalamic input than does area 17 (Hollander and Vanegas, 1977). Indeed, there is now substantial evidence that, to a large extent, different types of Y-cell project to areas 17 and 18. According to Bribriacher and Albus (1987), only a small proportion of the thalamic input to area 18 is shared by area 17 and genulate cells which project to area 18 are concentrated in lamina C and the ventral part of lamina A1 (Gensert, 1985). Most of these must be Y-cells, given the insubstantial X-input to area 18, and Y-cells...
located in lamina C and ventrally in lamina A1 have lower spatial resolution and higher temporal resolution than other Y-cells in the dLGN (Mowshon, 1981). Y-cells in the MX have larger receptive fields than their counterparts in the dLGN (Krauz et al., 1978; Detre and Selkin, 1979) and the MX contributes a large proportion of the thalamic input to area 18 but projects substantially to area 17 (Hollander and Vanegas, 1977; Leventhal, 1979; Gaze et al., 1980; Meyer and Albouy, 1981; Numa et al., 1981; Bumstacher and Albouy, 1987).

The variation in the physiological properties of Y-cells as a function of location in the thalamus and presumably centrifugal projection site must be associated, at least to some extent, with differences in underlying morphology: since the Y-input to area 18 derives from class 1 cells while area 17 receives an input from both class 1 and class 2 Y-cells (Meyer and Albouy, 1981). It is known that X-, Y- and W-cells respond to moving visual noise (Mason, 1977a, b, 1981; Hoffmann et al., 1980; Ahmed and Hammond, 1983; Hoffmann and Stone, 1985), although some retinal W-cells with non-concentric receptive fields (Hoffmann and Stone, 1985) and a minority of cells in the visual thalamus (Mason, 1978a,b) fail to respond to whole-field noise motion. However, there have been no quantitative comparisons at the geniculate level of the strength of response to noise-field motion of the different functional classes in the dLGN or of the different types of Y-cell in the thalamus. In the retina, magnitude of response to motion of a field of visual noise depends on the antagonistic interaction between receptive field centre and surround (Ahmed and Hammond, 1984) and Y-cells have more potent surrounds than Y-cells (Keizer and Wright, 1972; Cleland et al., 1973; Hammond, 1977; Hamak and Cohen, 1977; Bulter and Norton, 1977a,b). The suppressive effects of the receptive-field surround are more potent in the dLGN than in the retina (Hubel and Wiesel, 1961; Singer et al., 1972; Hammond, 1973; Maffei and Fiorentini, 1973; Lee et al., 1981; Cleland and Lee, 1985) and there is some evidence that the difference in surround strength of X- and Y-cells is accentuated at the geniculate level (Lee et al., 1981; Troy, 1981; Cleland and Lee, 1985). Pertinently, Mason (1977a,b) reported in some 20% of cells in the thalamus suppression of spontaneous activity by whole-field noise motion (sometimes with superimposed...
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response peaks), which was associated with the presence of a strong "suppressive field". Thus, one might anticipate that Y-cells, which provide the predominant input to area 18, respond more vigorously to moving noise than X-cells, which project almost exclusively to area 17. To take the argument a step further, the evidence cited above implies that Y-cells projecting to area 18 have on average larger receptive field centres than do those which project to area 17, and in the dLGN, the potency of the suppressive effects of the receptive field surround is inversely correlated with the size of the receptive field centre (Hammond, 1973; Bullier and Norton, 1973a,b). Differences in the noise sensitivity of the Y-cell input to areas 17 and 18 might also be expected on morphological grounds: Y-cells with class 2 morphology presumably participate in the classic triadic complexes in the dLGN and, as a result of potent feed-forward inhibition from retinal ganglion cells, may show relatively weak responses to noise-field motion.

Most previous studies in which random patterns have been used as stimuli in area 18 have not addressed the issue of the noise sensitivity of different cell types. Hoffmann et al. (1984) study was restricted to area 18 cells which responded well to a random spot pattern, while Schoppmann (1985) reported noise sensitivity in layer V cells in areas 17 and 18 which project to the nucleus of the optic tract (NOT). Neither Hoffmann et al. (1984), whose data were obtained from awake cats, nor Schoppmann (1985) classified cells according to conventional criteria. Gibson et al. (1978) reported that in area 18, most cortico-pontine cells that are classified as complex or hypercomplex since even in the comparison group, no cell was reported to be unresponsive to a moving multiple spot pattern and since it is now established that simple cells are common (Ferster, 1981) and S-cells predominant (Harvey, 1980a, Orban and Kennedy, 1981) in area 18, it is possible that some of Gibson et al.'s (1978) complex cells had simple or S-type receptive fields and responded to random pattern motion. The closest parallel with the studies of Hammond and MacKay (1975, 1977) is that of Orban and Callens (1977a), who.
reported that the ratio of response to a moving random square pattern and to a drifting grating was much higher for complex than for simple cells, implying that at least some 'simple' cells responded to the random square pattern. On the other hand, Orban and Callens (1977a) did not use stationary stimuli to classify cells and thus could not distinguish simple cells from B-cells which in area 17 respond (weakly) to moving noise (Hammond and Smith, 1983, 1984). Even conventional complex cells in area 17 do not show uniformly strong sensitivity to noise. Deep-layer complex cells are strongly sensitive to noise, while superficial-layer complex cells show enormous heterogeneity in noise sensitivity (Hammond and MacKay, 1977a; Hammond, 1978c; Hammond and Smith, 1983, 1984). In the studies of Orban et al. (1975) and Orban and Callens (1977a), there is little evidence of variation in the magnitude of relative response of complex cells to motion of a random-square pattern, apart from a slight tendency for cells with shorter response latencies to be less sensitive to random pattern motion. The results of Gibson et al. (1978) do suggest some degree of heterogeneity in complex-cell response to a multiple-spot pattern but, as mentioned above, some of the cells classified as complex may have been simple or B-cells. Moreover, previous assessments of relative response to a random pattern in area 18 (Orban et al., 1975, Orban and Callens, 1977a; Gibson et al., 1978) may have been confounded by differences in preferred direction and velocity tuning for motion of oriented and textured stimuli as have been found in area 17 complex cells (Hammond, 1978c, 1981a,b; Hammond and Rek, 1980b; Hammond and Smith, 1984). Directional tuning for bar motion is invariant with velocity, while tuning for visual noise is typically unimodal at low velocity, but becomes progressively more bimodal as velocity is increased, with the trough of depressed response corresponding to directions optimal for a bar. Preferred and upper cut-off velocity are characteristically higher for noise than for bar motion. It can not be assumed, however, that such differences also obtain in area 18, particularly since it has been claimed (Movshon et al., 1980) that in area 17, the bimodality of tuning and higher velocity preference for noise is artefactual.
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Movshon et al. (1980) speculate that in area 17, bimodal tuning for noise at high velocities is a reflection of a cell's sensitivity to the vectorial component of texture velocity in the preferred direction for a moving bar. Since the vector of velocity in this direction is lower than the vector of noise motion to either side, this hypothesis predicts the higher upper cut-off velocity for noise. Hammond and Smith (1983) have outlined a number of reasons for rejecting this hypothesis. Thus, some cells remain unimodally tuned at all velocities of noise motion to which they respond. In bimodally tuned cells, the two lobes of tuning can be asymmetrically displaced in terms of direction about the peak in tuning for a bar, or of unequal strength. Finally, bimodal tuning can develop below the preferred velocity for noise or for bar motion. Nevertheless, the hypothesis of Movshon et al. (1980) is consistent with the influence of velocity on directional tuning for noise in many area 17 cells, particularly those with velocity low-pass (VLP) functions for bar motion (Orban et al. 1981a). These cells are predominant in area 17 subserving central vision, but virtually absent in area 18. Conversely, velocity tuned (VT) and velocity high-pass (VHP) cells are common in area 18, but rare in area 17 (Orban et al. 1981a). According to the hypothesis of Movshon et al. (1980), VHP cells should remain unimodally tuned for noise at all velocities, with similar preferred directions for noise and bar motion, while VT cells should develop bimodal tuning for noise only at high velocities when the response to bar motion is on the decline. There has been no previous quantitative study of the directional tuning of area 18 cells for motion of oriented and textured stimuli over a range of velocities, but isolated observations are not inconsistent with Movshon et al.'s (1980) hypothesis. Thus, Orban and Callens (1977b) claimed that in VHP cells in area 18, velocity-response functions are similar for motion of a slit and a random square pattern, and they did not report differences in preferred directions for the two stimuli, their illustrated VHP cell was unimodally tuned for a random square pattern moving at the preferred velocity for that stimulus. Gibson et al. (1978) also illustrated an area 18 cell with unimodal tuning for a multiple spot pattern moving at high velocity, they mentioned that in some cells, preferred direction for a grating was different from that for the random pattern, but bimodality of
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Tuning was not reported. Hoffmann et al. (1984) described area 18 cells with VT and VHP functions for a random pattern moving in the preferred direction for that stimulus, but gave no information concerning the velocity at which directional tuning curves were compiled. The above observations, in conjunction with the theoretical considerations of Movshon et al. (1980), warranted a quantitative investigation of the influence of velocity on directional tuning for noise in area 18 cells, quite apart from the intrinsic interest in deriving such data for comparisons with results from area 17.

One argument used by Hammond and Smith (1983) in rejecting Movshon et al.'s (1980) explanation of bimodality of tuning for noise was that some area 17 complex cells with unimodal tuning for noise or bimodal tuning with lobes of unequal strength showed broader tuning for motion of a long bar on the flank closest to the preferred direction for noise (Hammond, 1978c; Hammond and Smith, 1983). Thus in these cells, asymmetry of bar tuning presumably reflects stimulation of the directional mechanism by a moving bar (Hammond, 1978c). Consistent with this hypothesis, Bishop et al. (1980) described an asymmetrically tuned hypercomplex cell in area 17, in which tuning for noise was bimodal with lobes of unequal strength and the preferred direction for a moving spot, which presumably would provide relatively stronger drive to the directional mechanism than a moving bar, shifted away from the preferred direction for bar motion towards the major lobe of tuning for noise. Against this, however, it has been claimed that in both simple and complex cells, preferred direction (but not broadness of tuning) is independent of stimulus length (Henry et al., 1974a,b). This is consistent with Movshon et al.'s (1980) hypothesis, which implies that each cell has a single preferred direction which is invariant for all stimuli. In view of the apparent discrepancy between these results, which have an important bearing on conflicting explanations of directional tuning for visual noise (Hammond and Reck, 1980b, Hammond and Smith, 1983, cf. Movshon et al., 1980), it was of interest to compare the directional tuning of a few cells in areas 17 and 18 for motion of noise, bar and single spot stimuli.
The major objective of the present study, however, was to provide direct, quantitative comparisons of the noise sensitivity and directional tuning for oriented and textured stimuli of cells in areas 17 and 18 with receptive fields at comparable eccentricities, using identical animal preparation, experimental procedure and visual stimulation. Receptive fields were classified as C-, S-, B- and A-type according to identical criteria in each area (Orban and Kennedy, 1981), and superficial-layer C-cells were distinguished from deep-layer C-cells (see Chapter 5). Directional tuning for noise and bar motion was compared over a range of velocities, in order to make an accurate assessment of relative preference for the two stimuli, and to compare in cells with different velocity-response functions for bar motion the influence of velocity on directional tuning for noise. Such directional tuning curves additionally provided quantitative comparisons in each cell of noise sensitivity, broadness of bar tuning, direction sensitivity and level of spontaneous activity. These data, together with information on receptive field width and ocular dominance (Hubel and Wiesel, 1962) of each cell, allowed comparisons with the results of Hammond and Smith (1983, 1984) who found that in area 17, strongly noise-sensitive deep-layer complex cells had relatively large receptive fields, high spontaneous activity and broad directional tuning, and were almost exclusively direction-selective and binocularly-driven, while the variation in noise sensitivity of superficial-layer complex cells was associated with receptive field size, level of spontaneous activity, directional sensitivity and tuning for bar motion.

The experimental procedure additionally yielded the first quantitative comparisons of directional tuning for bar motion of S-, C-, B- and A-cells in areas 17 and 18, which could be related to previous qualitative and quantitative results. The observations of Harvey (1980a) suggest that broadness of tuning of each of these cell types is comparable in areas 17 and 18. However, according to the qualitative data of Orban and Kennedy (1981) (and see Orban, 1984), S-cells in area 17 have sharper tuning than their counterparts in area 18, though in each area C-cells have comparable tuning, which is broader than that of S- or B-cells. On the other hand, in the only previous quantitative study of directional tuning...
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in area 18. Hammond and Andrews (1978) found that complex type 1 and type 2 cells (equated respectively with area 17 simple and complex cells) did not differ substantially in directional tuning.

3.3. MODULATORY INFLUENCE OF A SYNCHRONOUSLY MOVING TEXTURED FIELD ON THE RESPONSES OF CELLS IN AREA 17 AND AREA 18

In area 17, synchronous motion of a textured background can modulate the responses of both simple and complex cells to moving foreground bar stimuli (Hammond and MacKay, 1977, 1981b; Hammond and Smith, 1982, 1983, 1984; Hammond et al., 1986). The sensitivity of complex cells in area 17 to relative motion between oriented stimuli and textured backgrounds has been investigated extensively (Hammond and Smith, 1982, 1984; Hammond et al., 1986). In the present study, comparable investigations in area 18 were eschewed in favour of extensive quantitative comparisons in noise-sensitive cells of directional tuning for noise and bar motion over a range of velocities. However, the modulatory influence of a synchronously-moving visual noise background on bar-evoked responses was investigated in all noise-sensitive cells in area 18. Though not driven by motion of visual noise alone, simple cells in area 17 show suppression of responses to moving optimally-oriented foreground bars by whole-field background noise motion (Hammond and MacKay, 1981b). It could not be assumed that comparable results would obtain in area 18, for it has been reported that simple cells in this area, unlike their counterparts in area 17 (Hoffmann and von Seelen, 1978), do not show a decrease in signal-to-noise ratio for the detection of a moving bar when its superimposed noise field is moved in-phase rather than held stationary (Dins and von Seelen, 1981b). However, the noise process used by Dins and von Seelen (1981b) provided little or no excitatory drive to area 18 cells when moved alone. Thus it was anticipated that synchronous motion of a background of visual noise...
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With appropriate spatial frequency characteristics might suppress the bar-evoked responses of some area 18 cells which were not driven by noise motion alone. On the other hand, such suppression may not be specific to simple cells. Of the few superficial-layer complex and B-cells in area 17 with poor noise sensitivity described by Hammond and Smith (1984), some showed suppression of responses to moving bar stimuli by synchronous background motion. In others, however, a synchronously-moving noise background was uninfluential on bar-evoked responses and, even in simple cells, the influence of synchronous background motion is often weak or negligible (Hammond and Mackay, 1981b). These results imply a dichotomy within cells of the same class in terms of susceptibility to the suppressive influence of synchronous background motion, which would have important functional implications. However, in area 17, the modulatory influence of background noise motion has been investigated almost exclusively using comparison bars of optimal length and width (Hammond and Mackay, 1981b, Hammond and Smith, 1984). Pertinently, Hammond and Mackay (1981b) reported that in area 17 simple cells, the suppressive influence of moving noise backgrounds was more extensive lengthwise than widthwise across the receptive field, and that its potency declined with increasing distance from the centre. Thus, there is good reason to suspect that when the parameters of a bar stimulus are set optimally for each cell, those textural elements responsible for the greatest amount of response attenuation are obscured and that, partly for this reason, the observed magnitude of suppression might be critically dependent on the length of the bar used to obtain a criterion response. Indeed, Hammond and MacKay (1981b) mentioned briefly that the suppressive influence of synchronous background motion could be enhanced by decreasing the length of the comparison bar, though they attributed this effect to the weaker criterion responses produced by shorter bars. It is difficult to establish whether bar length or strength of criterion response is the critical factor in determining the observed magnitude of suppression in simple cells, which show substantial length summation. However, susceptibility to the suppressive influences of synchronous background motion is not specific to simple cells (Hammond and Smith, 1984), and some complex (Ferster, 1981) or C-cells (Harvey, 1980a,b) in
area 18, like their counterparts in area 17 (Palmer and Rosenquist, 1974; Gilbert, 1977; Hammond and Ahmed, 1985), show restricted length summation. In these cells it may be possible to investigate the magnitude of suppression by synchronous background motion as a function of bar length over a wide range, independent of the strength of the criterion response. By the same token, Hammond and MacKay (1981b) described the modulatory influence of background motion on responses of simple cells to bars moving only in the preferred direction, and indeed area 17 simple cells are predominantly direction-selective. Hammond and Smith (1984) mentioned that in some superficial-layer complex and B-cells, background motion was suppressive of responses to bar motion in both preferred and opposite directions, but gave no indication of the magnitude of suppression in each direction. Background motion might conceivably suppress by a constant amount or by a constant percentage the response to a bar of fixed length moving in preferred and opposite directions. Alternatively, the magnitude of suppression in the two directions might be independent. Thus, in area 18 cells of all classes which were insensitive to noise motion alone, the modulatory influence of synchronous, in-phase background noise motion was investigated on responses to optimally-oriented bars of fixed width but variable length, moving at the preferred velocity in both directions along the axis orthogonal to bar orientation. This procedure additionally allowed comparisons of response modulation in preferred and opposite directions with the length-response characteristics for each direction of motion.

A further reason for exploring the modulatory influence of synchronous background motion on response to bars of variable length was related to the intention of investigating moving noise suppression as a function of stimulus velocity. Previous studies of the modulatory influence of synchronous background motion on responses of cells in the cat visual cortex (Hammond and MacKay, 1981b; Hammond and Smith, 1982, 1984; von Grunau and Frost, 1983; Hammond et al., 1986) have used extensively a paradigm in which a foreground stimulus moved in the preferred direction at near-optimum velocity, while the background was moved at different velocities relative to it, in-phase and in antiphase. A complementary
approach, which might be expected to provide insight into the properties of the suppressive input, is to compare as a function of stimulus velocity, the magnitude of suppression of response to a foreground bar by synchronous background noise motion, with both stimuli moving in the preferred direction for a bar, with the same phase, amplitude and velocity. For reliable quantitative comparisons of moving noise suppression as a function of velocity, it was necessary to use a comparison bar for which suppression was substantial at the preferred velocity, but which would be expected to provide consistent drive, and thus yield an adequate criterion response, throughout most of the effective velocity range. Synchronous motion of the noise background might conceivably produce a linear subtractive change in cell firing rate, and thus percent suppression would be maximum for the velocity at which the bar evoked the weakest criterion response(s). Alternatively, synchronous background motion might induce a divisive-like change in firing rate, in which case percent suppression would remain relatively constant irrespective of the strength of the criterion response, and would thus be invariant with stimulus velocity. A specific reason for investigating the influence of stimulus velocity on magnitude of moving noise suppression stems from reports (Orban et al., 1981a; see discussion in Bishop et al., 1981) that at least in VT cells, percent end-zone inhibition is maximum at the preferred velocity for a bar of optimal length. Percent suppression of bar-evoked responses by moving noise backgrounds might be similarly dependent on velocity, in which case previous studies, where the parameters of the foreground stimulus were set optimally in each cell (Hammond and MacKay, 1981; von Grunau and Frost, 1983; Hammond and Smith, 1984), may have revealed maximum suppression. On the other hand, it remains to be demonstrated that the velocity-dependence of end-zone inhibition is a general property of end-stopped cells of all velocity types. Thus, one of the important objectives of the present study was to compare directly in end-stopped cells, the magnitude of end-zone inhibition and moving noise suppression as a function of stimulus velocity. Full details of rationale and experimental procedure are given in results (Chapter 7).
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4. METHODS

4.1. PHYSIOLOGICAL PREPARATION

Thirty-seven male and female adult cats (mean body weight 2.8 kg, range 1.8-3.7 kg) were prepared conventionally for acute recording sessions of three to four days duration. For preliminary work in area 17 and initial recordings from area 18, animal preparation and interleaved 12h recording sessions were shared with a colleague recording extracellularly from single units in the dLGN, in the hemisphere contralateral to that in which cortical penetrations were made. Lately, experiments were carried out independently. This procedure proved more satisfactory in terms of greater cortical stability with time and more productive with respect to the number of units isolated and successfully recorded from during an experimental run.

A single anaesthetic regime was followed in all experiments. Typically 8-10 min were required to induce an adequate level of surgical anaesthesia with 7% halothane (Fluothane, ICI) administered with a Fluotec MK3 (Cyrane) in a 72.5%/27.5% mixture of N2/O2. During the induction period the behavioural state of the animal was closely monitored and any tendency to breath-holding was quickly obviated by means of frequent manual depression of the abdominal cavity. When the animal was deeply anaesthetized, 2% halothane in the nitrous oxide/oxygen mixture was supplied by means of a face mask.

Tracheotomy was not performed. Rather, with the aid of a laryngoscope, cats were intubated with an appropriately sized Magill cuffed endotracheal tube (Franklins) coated with lignocaine antiseptic gel. Tube diameter (typically 4 mm) was compatible with the animal's weight in order to ensure a good seal within the trachea and reduce the possibility of obtaining a non-veridical reading of end-tidal CO2. Available tube diameters ranged from 3.0-4.5 mm in steps of 0.5 mm. Upon introduction of the tube, the cuff was inflated by the application of syringe pressure and securely clamped.
Intramuscular procaine penicillin (Depocillin, Brocades, 300mg/ml) was administered prophylactically at a non-lethal dose of 0.1ml/kg, directly after intubation and subsequently every 24h. Aspiration ensured that the syringe needle was not located in a blood vessel.

The electrocardiogram (ECG) was recorded differentially across skin electrodes attached to the thorax and abdomen. The signal was amplified by a Devices 3160 amplifier (gain x100; bandwidth 80-250Hz) with additional amplification between x2 and x200. The R-wave was discriminated and heart-rate was monitored aurally over a loudspeaker and continuously on a Devices MX2 heat-sensitive pen recorder.

Artificial ventilation was necessary in the early stages to stabilise end-tidal CO₂ at physiological levels and later to combat arrest of spontaneous respiration caused by the administration of a muscle relaxant to reduce eye movements. Halothane concentration was reduced to between 1.5 and 2.0%. End-tidal CO₂, monitored breath-by-breath by an infra red medical gas analyser (Beckman LB 2), in conjunction with a continuous write-out on one channel of a Devices MX2 heat-sensitive pen recorder, was maintained within the range 3.8-4.0% by adjusting the stroke volume of an artificial respirator (C F Palmer), set at a fixed rate of 28 strokes per min. Strict control of end-tidal CO₂ was observed at all times, since hyper-ventilation leads to EEG spindling irrespective of behavioural state (Hammond 1978b). During physiological preparation, when concentrations of halothane were high, stroke volume was in the region of 20-30cc per stroke. After discontinuation of surgical anaesthesia an increased value of around 50cc per stroke was typical.

The cat was transferred to a Nambu-oge stereotaxic frame providing minimal obstruction of the visual field. The head was held initially by means of ear bars with well-rounded tips, in conjunction with orbital and palate bars, thus defining a horizontal stereotaxic plane in Horsley-Clarke (H-C) coordinates and restraining the head in the correct attitude. The left cephalic vein was cannulated for intravenous infusion (Butterfly 23G, Abbott Laboratories) of gallamine triethiodide.
(Flaxedil, May and Baker). An initial infusion of 20mg/kg induced paralysis, and a continuous infusion thereafter of 20mg/h in a 5% dextrose solution (0.8ml/h) maintained eye immobilisation. The immediate effect of the commencement of Flaxedil infusion was invariably an increase in heart-rate, due to release from the depressant effects of halothane, sometimes followed by mild and transitory fibrillation of the heart.

A rectal thermistor probe coated with K-Y lubricating jelly (Johnson and Johnson) was introduced and used to monitor body temperature, which was maintained by a homoeothermic blanket control type 848 (C F Palmer) at a constant 38.5°C.

With the animal securely mounted in the stereotaxic frame, cautery along the midline of the scalp and reflection of the underlying temporalis muscles with a perosteal scraper was undertaken. Two self-tapping stainless steel screws were inserted respectively over the left auditory and right posterior visual cortices to allow differential recording of the surface cortical electroencephalogram (EEG). Occasional bleeding from the spongy bone was successfully overcome by the application of bone wax. The EEG signal was amplified through a Devices 3160 amplifier (gain x1000, bandpass 0.5-50Hz) and written out on a Devices M2 recorder. All pen chart recordings were retained for subsequent reference. It was occasionally necessary to insert hooks, attached to lead weights, beneath the scalp to prevent skin margins making contact with screw electrodes and thus shorting out the EEG. At this stage the EEG waveform consisted of continuous, large-amplitude slow waves indicative of Stage IV (surgical) anaesthesia (Ikeda and Wright, 1974). A headclamp, rigidly attached to the nasal and frontal bones of the skull by stainless steel screws, provided atraumatic head restraint with no obstruction of the visual field. Ear, orbital and palate bars of the stereotaxic instrument were removed thereafter. In most experiments a small perspex or nylon chamber (base-diameter 1cm) was seated in dental acrylic applied to the skull over the left striate and extrastriate visual cortices. Subsequent internal and external application of acrylic around the base of the chamber ensured a secure attachment to the skull.
which was then cleaned with cetrimide. All wound margins were infiltrated with a long-lasting local anaesthetic (Xylocain spray, Astra), typically 6 sprays applied through a metered valve releasing 10mg of lignocaine per spray. A round dental burr (No. 5) was used to make a small craniotomy (3-5mm base diameter) vertically over the left visual cortex and centred on the appropriate H-C co-ordinates (see section 4.4.2) so as to expose the underlying protective dura. Residual bone chips were removed with a fine dental probe. To prevent drying, the craniotomy was covered with a cotton wool pellet soaked in 0.9% saline. On completion of surgical procedures, the halothane concentration was reduced and, according to the state of the animal as determined by monitoring criteria, was adjusted within the range 0.5-1.0% during the next 1-2h. Because of the slight variation in susceptibility of each animal to anaesthesia, EEG, heart-rate and end-tidal CO₂ were all assessed in relation to the reflex state of the animal prior to paralysis, for use as more reliable criteria of adequate anaesthesia during paralysis. Despite a reduction in halothane concentration, and presumably because of prolonged exposure to high levels of halothane during surgical preparation, it was not uncommon for the animal, throughout the time taken to prepare the eyes for visual stimulation, to display an EEG waveform typical of Stage IV anaesthesia under which cortical units would be completely unresponsive. Ikeda and Wright (1974) report that a 2.2% halothane concentration in 80% N₂O/O₂ is associated with a fall in steady-state blood pressure to a level barely adequate to support retinal circulation, and that even after halothane is discontinued, mean arterial blood pressure remains low for several hours, permanently impairing circulation. Thus during surgical procedures, anaesthetic level was allowed to lighten as far as was consistent with satisfactory monitoring criteria in order to reduce the possibility of irreversible deterioration of the preparation.
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4.2. OPTICS

From induction until transference to the stereotaxic instrument, the cat's eyes were kept closed. Before commencement of surgical procedures, they were washed with warm 0.9% saline. Eyelids and micturating membranes were retracted with 10% phenylephrine hydrochloride, and pupils were subsequently dilated with 1% atropine sulphate (Minims, Smith and Nephew). To prevent desiccation of the corneal surface, two-curve neutral contact lenses (Hamblin, base diameter 8.0mm/ peripheral diameter 12.0mm) were applied with wetting solution (Transol, Smith and Nephew). Three pairs of lenses were available with base peripheral curves 8.0/8.5mm, 8.5/9.0mm, 9.0/9.5mm. The correlation derived by Andrews and Hammond (1950) between corneal radius of curvature and body weight, based on the data of Vakkur et al. (1963) and Vakkur and Bishop (1963), provided an approximate guide to the selection of lenses with appropriate curvature. In addition, gross refractive errors outside the normal range, revealed by subsequent slit retinoscopy (Keeler), confirmed the application of an inappropriate lens. Upon completion of surgical procedures, lenses were removed, rinsed in cold water, dried and re-applied with either phenylephrine hydrochloride or atropine sulphate. Excess fluid around the perimeter of the lens was carefully absorbed. Since in the anaesthetized, immobilized preparation the eyes are focused near infinity, subsequent spherical correction by trial lens spheres was necessary to focus the eyes for a viewing distance of 57cm. The locations of the areas centrales were ophthalmoscopically back-projected (Fernald and Chase, 1971) onto a removable perspex screen positioned immediately in front of the visual display (see 4.5.1).

The retinas were routinely scanned for abnormalities. Inspection of the fundus in one cat revealed a severely abnormal inferior retina of the right eye, possibly due to the development of a cataract. Since, however, the majority of units isolated in previous penetrations had receptive fields in the lower quadrant of the contralateral hemifield representing the superior retina, the experiment was continued. Successfully isolated cells responded briskly to visual stimuli and their receptive fields were all in the lower half of the visual field. In one cat, central retinal degeneration (Bellhorn et al., 1974) was evident, which consisted of a darkened annulus around the perimeter of the area centrals. All successfully
isolated cells had receptive fields near the area centralis projections. In two cats showing a similar retinal abnormality, Mason (1976a) found no cells in the dLGN with receptive fields occupying the central 4° of the visual field. The discrepancy is probably explained by reference to the different types of lesion encountered by the two authors. Bellhorn et al. (1974) report that in cats with small focal lesions, typical of those in Mason’s animals, abnormal cone electroretinographic (ERG) responses were observed, together with a certain amount of degeneration peripheral to the lesion. However, in one cat with an elliptical lesion of the area centralis they identified no associated rod or cone ERG abnormalities, and rods and cones immediately outside the lesion area were found to be functionally intact.

Throughout the course of a long, acute experiment it was necessary to check periodically the quality of the optic media. The eyes were irrigated daily with 0.9% saline. Opacity due to corneal clouding, which threatened to result in premature termination of the experiment, was in most instances successfully overcome by irrigation of the eyes with hypertonic (3%) saline and subsequent flushing with warm 0.9% saline. During the later stages of an experiment, however, it was not always possible to reverse pupillary constriction, closing of the eyelids or the reappearance of the mitigating membranes by a simple reapplication of the appropriate pharmacological agent. When deterioration of the optics was more apparent in one of the two eyes, it was permanently occluded and the other eye alone was visually stimulated.

4.3. TERMINAL RECORDING FROM CHRONICALLY IMPLANTED ANIMALS

Some terminal acute experiments were performed on cats which had previously been chronically implanted (Hammond, 1980) with a stainless steel peg for atraumatic head restraint, and a capped nylon chamber positioned symmetrically over the midline above the primary visual cortex. Incorporated within the chamber wall were two gold-plated terminals from teflon-insulated stainless steel wires leading to screw electrodes, driven flush with the cortical surface for differential EEG.
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4.1. RECORDING

4.1.1. Anaesthesia

During the recording stage, a lightly-anaesthetized preparation was used. In preliminary experiments, despite a reduction in halothane concentration at the beginning of the first recording session to a value within the range 0.25-0.75%, the animal remained deeply anaesthetized for several hours. Most units isolated during this period were either undrivable or had weak, inconsistent responses to visual stimuli. Thus, in all but the earliest experiments, halothane supplementation was temporarily withdrawn before initial microelectrode penetrations were made. Used as the sole anaesthetic, nitrous oxide is inadequate for maintaining anaesthesia.
during physiological recording in cats (Richards and Webb, 1975, and in this laboratory. Hammond, 1978a,b; R Mason, C R James, unpublished observations). and there is no evidence that Flaxedil potentiates anaesthesia in cats maintained on nitrous oxide/oxygen mixtures alone. Flaxedil infusion together with artificial ventilation at high concentrations of nitrous oxide is associated with a fall in mean arterial blood pressure, but little correlated change in the EEG which would suggest a deepening of anaesthesia (Ikeda and Wright, 1974). Paralysed cats under nitrous oxide alone develop an EEG waveform which in non-paralysed cats is always associated with an unsatisfactory behavioural state (Hammond, 1978b). Thus, despite variability between cats, within a period of 30min to 3h after the discontinuation of halothane supplementation, EEG spindling declined in amplitude and frequency and became interspersed with small-amplitude fast activity. Supplementary halothane (typically 0.2–0.4%) was given at this stage to prevent the appearance of exclusively desynchronized activity in the EEG waveform indicative of arousal (Hammond, 1978a,b). Unless the physiological condition of the animal was extremely unstable, as was sometimes the case during the initial recording session, it was not necessary to increase halothane concentration throughout the duration of an experiment.

4.1.2. Microelectrode Penetrations

Vertical penetrations were made initially in area 17 (H–C coordinates: P3–0–6–0, L1–5–2–0) and more extensively in area 18 (P2–0–4–0, L3–0–4–0) within 4mm of the cortical surface (Tusa et al., 1978, 1979). Conservative penetration co-ordinates were chosen to ensure unequivocal recording from each area, while strict adherence to the medial limit for penetrations in area 17 excluded undesirable electrode tracks exclusively within the superficial layers down the medial bank of the lateral gyrus. Although recording site was not routinely verified histologically, occasional terminal histology (see section 4.7.1) served to confirm that characteristic electrode penetrations aimed at area 18 were indeed well within that area. In addition
for all cells recorded in both areas 17 and 18, quantitative data were obtained on velocity sensitivity which, in cortex subserving central and paracentral vision (0-10°), is the most reliable physiological criterion for determining recording site in the vicinity of the area 17-18 border (Orban et al., 1980).

Extracellular recordings were made from single cortical neurones by means of a glass micropipette, pulled to a fine tip, which was then chipped to an external diameter of 1-2 μm. Pipettes were filled partly by capillarity with 4M-NaCl and back-filled with the same solution. Air bubbles were removed prior to calibration. The calibrated DC impedance of all viable electrodes ranged from 0.5-1.5 MΩ. Under the coarse control of a micromanipulator (Narishige), electrodes were lowered vertically towards the surface of the brain and, under the fine control of a hydraulic microdrive, were usually inserted through stereotaxically defined micropunctures made with 27-gauge hypodermic needles in the intact dura. Occasionally a durotomy was performed which facilitated the introduction of intact micropipettes and obviated the possibility of damage to the superficial cortical layers by the dural puncture needle. These advantages, however, had to be weighed against the short-term increase in vascular pulsation and long-term impairment of cortical viability associated with removal of the dura. Electrode impedance usually doubled in neural tissue, though a penetration was continued if electrode impedance increased upon entering the cortex, but did not reach twice its calibrated value. A lower impedance than that obtained at calibration was indicative of a shattered tip.

Microelectrodes were initially advanced 250 μm. The application of pre-cooled (37°C) 2% immun-agar (Oxoid) in 0.9% saline effectively sealed the craniotomy, preventing leakage of cerebrospinal fluid and improved recording stability by reducing pulsations. The agar was allowed to completely fill the recording chamber and was covered with low melting point wax to prevent dehydration.

In some experiments the main cause of recording instability was respiratory rather than vascular pulsation. Under surgical anaesthesia, spinal elevation was per-
formed on these animals, which consisted in removal of skin over the spine, insertion of a needle between the 7th and 8th vertebrae and attachment of the thread of the needle to an overlying bridge in order to elevate the animal and so reduce the pressure within the thoracic cavity (E F Evans, P Hammond, personal communication). The partial improvement in recording stability offered by this procedure had to be offset against the increased halothane concentrations necessary for anaesthetic sufficiency during recording sessions.

4.4.3. Recording Equipment

The equipment used to record neuronal activity in area 17 and area 18 will be described separately.

(a) Area 17

For recordings in area 17, signals were fed through a Bak preamplifier with unity gain and negative capacitance neutralisation, subsequently amplified by an Ishaworth Electronics A101 preamplifier (filter bandpass 0.2–5 kHz) and displayed conventionally on a Tektronix D11 dual-beam oscilloscope, furnished with an upper beam type 2A63 differential amplifier and a lower beam type 3A74 four-trace amplifier. A window discriminator allowed separation from the background noise of spikes of different amplitude, the display of which was intensified by Z-modulation.

Discriminated spikes were monitored aurally, either independently or together with the background noise, and as standard 1 μsec pulses were fed to: (i) a Devices MX2 heat-sensitive pen recorder and displayed continuously as firing rate, (ii) electronic counters (Advance TC11A) suitably gated for delay and duration.

Gated discriminated spikes were led to: (i) a Biomac 1000 data retrieval computer (Data Laboratories) for generation of peri-stimulus-time histograms (PSTHs) and directional tuning curves, (ii) a Tektronix D11 storage oscilloscope, and displayed as a dot raster where each dot represented one discriminated spike and each row the response to one stimulus sweep.
(b) Area 18

For recordings from area 18, electrode signals were initially passed through a Neurolog Digitimer Ltd unity gain headstage amplifier to a Neurolog NL103 AC preamplifier (×100), filtered by a modified Neurolog NL115 filter module (low frequency cut-off 200Hz, high frequency cut-off 2-5kHz) and displayed on a Tektronix D10 single-beam oscilloscope with supplementary amplification by a Tektronix unit 5A24N. Additional plug-in units included a 4-trace 5A14N amplifier and a dual time-base amplifier 5B12N. Spike discrimination and aural monitoring were as described above for area 17 recordings. Z-modulation was effected by locking in to the chop frequency of the oscilloscope.

Standard pulses were fed to: (i) a Devices MX2 heat-sensitive pen recorder for continuous monitoring of firing rate; (ii) 0MB 745 counter-timers gated for delay and duration; (iii) a Neurolog NL750 averager module with a variable sweep-time pre-selected either internally or by means of an external clock control; (iv) a Tektronix R5111 storage oscilloscope either directly for dot raster generation or indirectly via the NL750 averager for visualization of PSTHs.

4. METHODS

4.5. EXPERIMENTAL PROCEDURE

4.5.1. Visual Stimulation

Visual stimuli were generated electronically and displayed on a Hewlett-Packard 1300A display at a viewing distance of 57cm (1cm = 1 visual angle). Average screen luminance of 0-9 log cd/m\(^2\) was midmesopic in conjunction with 5mm artificial pupils (Ahmed et al., 1977), which were aligned centrally over the area centrals. Contrasting stimuli were 0-3 log units brighter or 0-6 log units darker than a background of stationary or moving static visual noise, which was always present so as to prevent adaptational changes. Note that the noise field
was not superimposed on contrast bar stimuli so as to simulate a signal detection task (cf. Hoffmann and von Seelen, 1978; Hoffmann et al., 1980; Dinse and von Seelen, 1981b). Rather, a contrast bar was always clearly visible, obliterating a background of visual noise which, when stationary, caused no obvious response modulation compared with a neutral, homogeneous background of the same average luminance (Ahmed and Hammond, 1984).

The noise background consisted of a square raster of 256 lines x 256 elements (50/50 black and white) in a pseudorandom array, modulated by a special purpose generator (Mackay and Yates, 1979) to produce up to 30 frames/sec. For preliminary experiments in area 17, noise frame size was 10 x 10 and the average grain size 4 arc. More extensive recordings from area 18 required an enlargement of both frame and grain size by a factor of 2 to accommodate the poorer spatial resolution in that area (Movshon et al., 1978c). No more than 3 consecutive elements were of the same polarity of contrast. It was possible to change the noise sample in order to control for non-uniformities in grain density. Integrated circuit chips were used to generate simultaneously 2 pseudorandom pulse trains. Control circuitry allowed Z-modulation of the CRT display to be switched electronically from one pulse train to the other or to a black or white signal. This produced a moveable and rotatable 'Figure' of variable shape on a moveable and rotatable 'Ground'. Either could be filled in black, white or static noise locked to 'Figure' or to 'Ground'. Thus, the 'Figure' or noise background could be moved independently across the screen along an axis orthogonal to bar orientation or synchronously with the same phase, velocity and amplitude of movement. The perimeter of the noise field remained stationary, though its orientation changed, for all directions of motion.

Stimulus sweep was controlled by generators (Ramp Generator G5214, Exact Electronics Inc., or Tektronix Type 162) which produced waveforms of variable type, duration and repetition rate. During the initial search for units, waveform generators were switched to free-run mode to provide uninterrupted linear stimulus.
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1.5.2. Unit Isolation

Since many cortical cells are silent in the absence of visual stimulation, search stimuli were routinely presented simultaneously to both eyes. Typically, a long bar was moved with a velocity to which most cortical cells would show some sensitivity, either alone or alternately in unison with the background noise field. Direction of motion was varied through 360° in coarse steps of 15°-20°. An oriented stimulus in motion was used since not all cortical cells respond to stationary flash-presented stimuli or to moving visual noise. Further, the response to a moving contrast bar is often more distinct over the loudspeaker than the response to a moving noise stimulus, which is capable of exciting a cell throughout the duration of its traverse; the higher firing frequency typically induced by a positionally specific stimulus enables an evoked response to be more easily distinguished from the background activity.

A long bar and a large excursion were chosen so as to cover as much as possible of the contralateral hemifield before the precise visual field location for units in a particular penetration had been ascertained. In addition, a number of short hand-held stimuli were used intermittently in an attempt to excite the sophisticated end-stopped cells in the superficial cortical layers. The approximate visual field position of driven, multunit activity was centered on the texture frame by coarse positioning of the visual display and fine X-Y control of the frame itself. Individual units were isolated with fine, smooth movements of the electrode tip by manipulation of the hydraulic microdrive and occasionally by lateral or medial movements of the micromanipulator. Simultaneously, adjustments were made to the parameters of the search stimulus (such as shape, velocity, direction of motion) which were consistent with an audible increase in firing. In later experiments, the entire noise field was moved alone across the visual field in an effort to selectively isolate cells strongly responsive to moving visual noise. Even when such a
positionally non-specific stimulus was used for searching purposes. maximum excursion of movement was retained in view of the report (Orban et al., 1977b) that the response of some cells in area 18 to a global stimulus increases as a function of the amplitude of movement, independent of its velocity or duration.

4.5.3. Mapping Of Receptive Fields

The depth at which isolated single units were encountered and the eccentricity and elevation of their receptive fields was recorded. Ocular dominance (Hubel and Wiesel, 1962) was estimated for a moving contrast bar, and an accurate receptive field map for the dominant eye was plotted onto the perspex screen in front of the visual display.

(a) Primary Borders

The primary borders, which run parallel to the optimum orientation, were defined by the minimum response field method (Barlow et al., 1967). For cells with a pronounced resting discharge, the precise position of the primary borders was invariably more difficult to determine than that of the lateral borders since, in the latter case, final assessment could be made on the basis of several identical trials as the test stimulus oscillated repeatedly across the visual field near the receptive field limits. The relative difficulty in defining receptive field width was more apparent for some cells in area 18 which did not respond to slowly moving stimuli. Manually sweeping a contrast bar across the receptive field evoked a high frequency burst of impulses of short duration. The problem of reliably determining response onset for such cells is obvious. In addition, receptive field width could not be determined quantitatively from PSTHs since apparent receptive field width increases with velocity (Orban et al., 1981a). For these cells, fast oscillatory movements of small amplitude were used to determine the primary borders of the receptive field.
The obvious method of defining receptive field width in bidirectional and direction-based cells is to determine the onset or potentiation of firing at the proximal edge of the receptive field as a bar stimulus is swept in both directions. This procedure could however result in an underestimate of receptive field width since, although there is considerable overlap, the geometrical position of the field is not identical for different directions of motion (cf. Düns and von Seelen, 1981a). Thus, in cells which were not direction-selective, receptive fields were mapped for both directions of motion. Since direction sensitivity is a labile property of cortical cells, bar velocity and occasionally bar length were varied in order to establish whether a significant response to motion in the non-preferred direction could be elicited. Any evoked activity was spatially defined and incorporated into the receptive field plot. For cells which responded to bar motion in only one of two directions along a common axis, one of the primary borders was defined by response offset as a long bar moving in the preferred direction left the distal edge of the receptive field.

(b) Lateral Borders

The lateral borders were mapped using the minimum response field method (Barlow et al., 1967). This method seriously underestimated receptive field height yielding, in exceptional cases, a negative value due to the threshold for length summation. Thus, qualitative and quantitative assessments of length summation were routinely carried out in all cells by monitoring spike activity as a short oscillating bar was extended lengthwise symmetrically about the receptive field centre. Accurate location of the field centre itself was determined by moving a short bar of optimum orientation and direction through a number of equally spaced paths through the receptive field orthogonal to its axis. A comparison of receptive field height as determined by each method provided a useful adjunct to cell classification (see Chapters 5 and 7). Each cell was subsequently classified according to receptive field structure and characterized by secondary response properties (see Chapter 5).
4.5.4. Data Collection And Analysis

To enable the generation of PSTHs or directional tuning curves the waveform generators were switched to the triggered mode to initiate a triangular waveform. A reed relay provided alternation between pairs of dissimilar stimuli, each of which was moved in both directions along the axis orthogonal to optimum orientation. Data were accumulated virtually simultaneously for the purposes of comparison thus reducing bias due to fluctuation in responsiveness. In order not to confound amplitude and velocity of motion, gate duration was systematically decreased with increasing velocity. This produced aperiodic runs for which stimulus duration decreased with increasing velocity and the pause between forward and reverse sweeps of the same stimulus increased by a corresponding amount. Fig 4.1 illustrates sweep duration and inter-sweep interval for the range of velocities used. For all but the three slowest speeds, inter-sweep interval exceeded the 500ms necessary for demonstrating responses to high stimulus velocities in area 18 cells (Dinse and von Seelen, 1981a).

(a) Peri-Stimulus-Time Histograms

For the generation of PSTHs to investigate interaction effects (Chapter 7f.16), responses were averaged to motion of a contrast bar against a background of stationary visual noise interleaved with synchronous motion of both stimuli in phase and at the same velocity. Minimum stimulus excursion was governed by receptive field width and the size of the narrowest bar capable of evoking a consistently good response from a cell. The traverse of the positionally specific stimulus always significantly exceeded minimum response field width. Bar width was set optimally, but parameters such as bar length and velocity were systematically varied (see Chapter 7 for details). Since stimulus excursion always exceeded receptive field width and maximum stimulus sweep time was 1sec, responses to very slow velocities could not be analysed. Adjustment of sweep amplitude for different receptive field widths meant also that the range of velocities tested was not nec-
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Fig. 4.1. Stimulus sweep duration and inter-sweep interval for the range of velocities used in the present study. At the lowest velocity, stimulus motion is periodic and consists of a 2 sec movement for each of 2 selected stimulus conditions (1 sec in each direction), followed by a 1 sec pause during which stimuli are switched. With increasing velocity, gate duration is systematically decreased and the pause between forward and reverse sweeps of the same stimulus increases by a corresponding amount.
necessarily identical for each unit. The slowest velocity tested was determined by stimulus excursion multiplied by maximum gate duration (1 sec). A reduction in gate duration by a constant percentage was matched by increased velocity through 11 pre-selected steps.

When one is measuring response as a function of velocity, the response measure used critically determines the tuning profile one obtains. It is necessary to consider two fundamentally different methods of response evaluation. Time-independent methods such as counting the mean or total number of evoked impulses per stimulus sweep are clearly unsuitable when stimulus duration is being varied. Responses to fast stimulus velocities measured in this way are artifically low and the velocity response curve almost invariably shows a decline in response with increasing velocity. Conversely, extrapolation from impulses/sweep to impulses/sec biases results in favour of responses to fast stimulus motion and exaggerates response variability. Nevertheless, records of the number of impulses elicited during each stimulus sweep, available from counters with a delay of 50 ms and suitably gated for stimulus duration, were retained to provide a measure of sweep-to-sweep variability and to assess whether response differentials were consistent or due to a small number of unrepresentative responses.

A measure of spike frequency, though, gives a more reliable estimate of response to stimulus motion since it eliminates the dependence on response duration which decreases monotonically with velocity over a wide range. Average firing rate is a more difficult measure to evaluate than maximum firing rate since it requires determination of response duration which differs from stimulus duration at fast velocities. According to Orban et al. (1981a) the two measures correlate closely, but average firing frequency depresses response to slow movement, presumably because neurones cannot sustain the same high firing rate for long stimulus durations. Thus, maximum firing rate was used throughout as the primary measure of response. For responses of cells in area 17, PSTHs were generated with a bin-width of 50 ms on a Biomac analyser and plotted out using a Bryans 2000.
analogue plotter. For recordings from area 18, discriminated spikes were led to a Neurolog NL750 averager and thence to a Tektronix 5111 oscilloscope for visualization of histograms as compiled sweep-by-sweep. Permanent records of complete PSTHs were drawn on a 11 Instruments PL100 X-Y plotter. All data, together with trigger pulses and stimulus gates, were stored on magnetic tape on a CR3000 Bell and Howell AM/FM cassette recorder. In addition, since for recording the responses of cells in area 18, on-line selection of an appropriate bin-width often proved problematical, all data were subsequently replayed and histograms generated off-line using bin-widths of 40, 214.8 and 1024 ms duration. The longest bin-width was selected by means of an external clock control and only a proportion of the 250 available bins was used. A 214.8 ms bin-width was determined by the internal clock of the averager and was equal to the sweep time divided by the total number of bins. Thus for the generation of a shorter bin-width, a second identical averager was employed with a delay of 3000 ms. Each averager was responsible for one half of each complete cycle.

Clearly the preference for fast velocities and higher velocity cut-off of cells in area 18 necessitates using short bin-widths. According to Shannon's Theorem (see Orban et al., 1981a, p1045), bin-width should always be less than half the minimum response duration. When stimulus velocity is fast, a short bin-width yields a smooth histogram with a well-defined peak. For slow velocities of stimulus motion, however, employing the same bin-width results in an irregular histogram with no discernible peak. Measuring the greatest number of spikes in any one bin yields an artificially high value for histogram height, while integration over a number of bins centred on the peak would be inappropriate due to the enormous variability between the content of adjacent bins. On the other hand, although a 40 ms bin-width produces a smooth histogram for slow velocities of stimulus motion, it is unsuitable when medium and fast velocities are used and response duration is short. The question of bin-width selection is even more important when one wishes to examine response differentials between two stimuli. For reliable comparisons one would like ideally to be able to integrate over a number
of adjacent bins centred on the peak of a smooth histogram. The use of short bin-widths at slow velocities exaggerates differences and yields very erratic results. Yet, for integration purposes, a long bin-width is not permissible over the whole velocity range; at fast velocities, integration periods would exceed response duration. Thus, irrespective of stimulus velocity, smooth histograms were generated to assess peak response from the 2 or 3 adjacent bins containing the highest spike count. Thus, the 40 ms bin-width gave way to a 21.48 ms bin-width only when, with increasing velocity, the integration period exceeded half the response duration. Similarly, a 10.94 ms bin-width was used only if response duration was so short as to make integration with a bin-width of 21.48 ms duration unsuitable.

For comparison with cells whose responses were analysed from histograms with different bin-widths, results were converted to impulses, sec \(- x/n \times bu \), where \( x \) = number of impulses contained in the peak bin or averaged over a number of bins centred on the peak minus resting discharge, \( n \) = number of sweeps, \( bu \) = bin-width in sec.

Mean spontaneous firing rate was evaluated from the two periods in the PSTH corresponding to pauses during 1 cycle between movement of each stimulus. The analysis period began 500 ms after the cessation of movement and thus increased with increasing stimulus velocity. Spontaneous firing was not calculated from a number of PSTHs representing response to different stimulus velocities (cf. Orbán et al. 1981a) and did not provide a constant baseline throughout the velocity range. Rather, evoked discharge was derived from maximum firing rate minus resting discharge assessed at the time each histogram was compiled.

(b) Directional Tuning Curves

Directional tuning curves were generated after a method developed by Hammond (Hammond and Reek, 1980a; Hammond, 1981a). The present study describes data for the alternate motion of a light or dark bar or single spots moving against
a stationary noise background, and motion of the same noise field alone (Chapters 5 and 6). Bar width was set optimally for each cell. Excursion of motion and bar length were set so as to ensure complete coverage of the minimum response field. Pairs of directional tuning curves were compiled for typically 4 successive round-the-clock sequences of directions. Direction, always orthogonal to bar orientation, was advanced sequentially in increments of 10° by rotating the noise frame symmetrically about the centre of the receptive field every 1 sec following forward and reverse sweeps of both stimuli of a pair. The non-randomized sequence of directions has negligible influence on tuning curves for noise and bar motion — the direction of stepping imparts no measurable hysteresis (Hammond and Rock, 1980a; Hammond, 1981a). At the slowest velocity, 1 sec motion in each direction was followed by a 1 sec pause during which stimuli were switched. With increasing velocity, the duration of each back-and-forth sweep decreased and both the inter-sweep interval and the pause between successive stimulus presentations increased by a corresponding amount. At the end of each ‘round-the-clock’ sequence, 2 or 3 complete cycles were used to record cell activity in the presence of a stationary noise background. This measure of resting discharge was used subsequently to evaluate evoked activity and to reveal suppression of firing. Impulses elicited by each stimulus for each direction of motion were fed through four gates and gated spikes were accumulated separately in 72 sequential bins of the Biomac 1600 histogram analyzer plus 8 or 12 bins corresponding to resting discharge. Bin advance was controled externally by pulses delivered 1, 2, 4 and 5 sec after the initiation of each cycle. After resetting to the first bin the whole procedure was repeated. Data were unscrambled and plotted by switching the analyser to the four channel mode and outputting channels 1–4 in order, each channel containing counts corresponding to half a complete tuning curve. Calibration of tuning curve height was achieved by the initiation after the final round-the-clock sequence of a 200 Hz calibration signal which occupied 2 or 3 complete cycles and corresponded to a firing rate of 50 impulses/sec for 4 sequences. Fig 4.2A shows a representative directional tuning curve as derived on line. For the presentation of results, calibration bars were used to derive an appropriately scaled Y-axis
Fig. 4.2. On-Line Derivation Of Directional Tuning Curves.

A Representative example of a directional tuning curve for motion of a field of visual noise (above) and a contrast bar (below). Each bin represents the summed response of the cell to 4 sweeps of 1 stimulus in a particular direction, commencing at left with an arbitrarily chosen direction of 0° (motion to the right) to 290° and from 270° (motion to the left) to 80°. The final 3 bins in each presentation are calibration bars representing a mean firing rate of 50 impulses/sec. Broken lines indicate resting discharge averaged over 12 bins (the 3 bins preceding each calibration bar).

B Cell responses registered on a dot raster display during the compilation of a directional tuning curve. Each dot represents a single cell spike. Each row represents the response to visual noise and to a contrast bar moving in the directions shown. Direction stepped in 10° intervals between rows. Each sequence represents responses to noise and bar stimuli moving in forward and reverse directions along a common axis for 18 axes of motion (taken in 2 blocks of 9), followed by 3 cycles of resting discharge followed after the 4th sequence only, by 3 cycles of calibration (50 impulses/sec).
representing impulses per sweep and direction of motion was represented along an uninterrupted X-axis. Continuous records of the short-term temporal pattern of spike firing during consecutive stimulus cycles, and of sequence-to-sequence variability were available from the dot raster display (Fig. 4.2B), which was photographed for permanent reference after the compilation of each directional tuning curve, by means of a Shackman Polaroid Camera (Super 7 MKII).

Synchronisation pulses, stimulus gates and cell responses were recorded on magnetic tape for off-line generation of directional tuning curves using the four channels of a CR3000 Bell and Howell cassette recorder. Permanent records of directional tuning curves were plotted after appropriate scaling on a Bryans 20000 analogue plotter.

Since a positionally specific bar stimulus lies within the receptive field for only part of its sweep, whereas a moving noise background covers the receptive field throughout its motion, counts of impulses swept as contained in the bins of directional tuning curves would be expected to impose a bias in favour of the latter stimulus whose magnitude would depend on the relationship between excursion and receptive field width. Such a bias would deflate by a constant amount the response to a bar moving in all directions. However, preferred direction(s) and tuning profile for the noise and bar motion would remain unaltered. In addition, since stimulus excursion was not increased with velocity, bias in favour of moving visual noise would remain constant throughout the velocity range, and velocity preference for the moving bar would not be underrated.

Nevertheless for area 17 cells information contained in directional tuning curves in the form of cumulative spike totals was supplemented by the off-line generation of PSTHs for each 60sec cycle. For area 18 cells, whose responses were recorded over a wide range of velocities, plotting of peak firing frequency (with integration over the three adjacent bins containing the greatest number of spikes) yielded more realistic directional tuning curves and gave a better indication of the relative velocity preference for bar and noise motion.
4.6. STATISTICS

Statistical comparisons in Chapters 5 and 6 were made using non-parametric statistics (Siegel, 1956), since the assumptions on which parametric significance tests are based were violated in the data (cf. Kranth 1983).

4.7. HISTOLOGY

In some experiments, the author assisted a colleague (S R Dean) in the extracellular monophasic ejection of HRP into area 18. Terminal histology on these animals served to identify electrode penetration site. Only details of the HRP protocol relevant to the present study are produced below.

At the end of a penetration, a saline-filled microelectrode was removed and replaced at identical stereotaxic co-ordinates by an HRP-pipette (diameter 10-15 μm, impedance 1-2 MΩ) containing 10% HRP in a 0-1 M KCl buffer solution (pH 7-6), which was lowered to the cortical depth at which the recording penetration had been terminated. HRP was ejected by passing for a period of 30 min a positive current of 5 μA delivered as 0.5 Hz square wave pulses generated by a Devices Mark IV isolated stimulator and triggered by a Wavetek waveform generator. After a survival time of 12-24 h, during which units were recorded in subsequent penetrations at different co-ordinates, the animal was sacrificed with intravenously administered Nembutal (Abbott Laboratories) and perfused transcardially with 2000 ml of warm fixative (1% paraformaldehyde and 2.25% glutaraldehyde in a phosphate buffer, pH 7.4). This was followed by a further 1000 ml perfusion of cold (4°C) fixative. Relevant sections of the brain were blocked and stored overnight in the same solution. Before sectioning on the freeze microtome, the tissue was immersed for 24 h in 0.2 M phosphate buffer (pH 7.4) containing 10%
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Fifty-micron sections were collected in small (10 mm dia) reaction chambers filled with the same phosphate buffer without sucrose. The reaction procedure followed immediately after sectioning and consisted of pre-incubation for 20 min at room temperature with 0.33% Hanker-Yates reagent, sigma (Hanker et al., 1977), intensified with 0.35% cobalt chloride and 0.1% nickel sulphate in 225 ml 0.1 M cacodylate buffer (pH 5.4), and the transference for the same amount of time to a solution of Hanker-Yates reagent to which 4 drops of H₂O₂ were added. The sections were rinsed, wet-mounted through distilled water onto glass slides, air dried for counterstaining with cresyl violet, dehydrated through an ascending series of alcohol solutions, cleared and coverslipped prior to microscopy.
CHAPTER 5

NOISE SENSITIVITY OF CELLS IN AREA 18:
A COMPARISON WITH AREA 17

5.1: Cell Classification

5.2: Cell Class And Noise Sensitivity: Area 17

5.3: Cell Class And Noise Sensitivity: Area 18

5.4: Variability In Responsiveness To Noise And Bar Motion
5.1. CELL CLASSIFICATION

5.1.1. Classification Of Visual Cortical Cells

Since Hubel and Wiesel (1962), a variety of cell classification schemes have been employed in visual cortex. It has proved impossible for a consensus to be reached as to the most valid criteria for classifying cortical cells, though few would claim that their classification schemes are completely satisfactory. As described in Chapter 3, Hubel and Wiesel (1962) classified cells according to receptive field structure as revealed primarily by stationary flash-presented stimuli. This is not the complete picture; however, for Hubel and Wiesel (1962) also reported that simple and complex cells differed in their responses to moving stimuli. Simple cells gave a brief, sharply-peaking response to a moving slit, whereas a complex cell gave a sustained response to movement over a much wider region. In fact, Hubel and Wiesel used mainly moving stimuli to classify over half of their simple cells and admitted that many of these may have exhibited more complex properties had they been tested further. This obviously detracts from the hierarchical model of cortical processing proposed by Hubel and Wiesel (1962) as well as diminishing the discriminatory power of their classification scheme. Indeed, the simple cells tested with moving stimuli were presumably unresponsive to stationary flash-presented stimuli and, according to the criteria employed by Hubel and Wiesel (1962), should have been classified as complex. The lack of correlation between classification based on responses to stationary and moving stimuli makes comparisons of studies from different laboratories hazardous, while at the same time pointing clearly to the existence of types intermediate between simple and complex cells. Further, the concept of hierarchical processing within the visual system, so inextricably linked with the classifying scheme of Hubel and Wiesel (1962, 1963) is, at least in its extreme form, no longer tenable (see Introduction and Discussion). By the same token the term 'hypercomplex', which was used by Hubel and Wiesel (1965) to refer to cells with length specificity, is unsuitable for
Dreher (1972), hypercomplex cells have been recognized as variants of simple as well as complex cells.

The classification scheme of Hubel and Wiesel implies a correlation between cortical receptive field structure and afferent connectivity, both in terms of synaptic distance from the dLGN and with respect to the input from on- or off-centre geniculate cells. An alternative approach is to classify cortical cells according to the criteria employed in the functional classification of retinal ganglion cells and geniculate neurones, parallel to the on-off-centre dichotomy. Such a classification scheme might be expected at the same time to provide information about the functional type of geniculate input to a cortical cell. An indication of X-input might be linear spatial summation, though it is not at all clear whether non-linearity of spatial summation in the cortex is due to a non-linear input or to a non-linear output of a linear input. Further, since X-cells project almost exclusively to area 17 (see Chapter 2), linearity of spatial summation may not be a particularly useful criterion when applied in other cortical areas. In addition, although spatial summation within receptive field subregions was thought to be one of the cardinal features of simple cells in the striate cortex (Hubel and Wiesel, 1962), quantitative tests show that width summation depends critically on contrast level (Henry et al. 1978a) and that linearity of spatial summation is not an attribute of all area 17 simple cells (Movshon et al. 1978a). Ikeda and Wright (1975) have suggested that cortical cells can be classified as sustained or transient by the criterion used to classify retinal ganglion cells and geniculate neurones. However, the distinction between sustained and transient responses seems to become increasingly blurred along the retinogeniculocortical pathway. The sustained component is particularly sensitive to levels of anaesthesia and can easily be overlooked. The most prominent sustained components of cortical cell responses bear only a superficial resemblance to the sustained responses of retinal ganglion cells. These factors may account for the discrepancy between authors (Maffei and Fiorentini, 1973; Ikeda and Wright, 1975; Kuhkowskii et al., 1979) with respect to the correlation between spatial and temporal receptive field properties.
Mustari et al. (1982) and Henry et al. (1983) found little correlation between the functional type of geniculate input to striate cortical cells and their time course of response to standing contrast.

Cell classification on the basis of the presence or absence of inhibitory sidebands has been used as the single most important criterion for distinguishing between cortical cells (for example, Sherman et al. 1977; Dinse and von Seelen, 1981a,b). It divides the population of cortical cells in any one area rather reliably into two groups, and has the additional advantage of being independent of eccentricity. However, there is no means a perfect correlation between cells with and without inhibitory sidebands and simple and complex cells respectively (for example, Albus and Fries, 1980). In addition, it is unnecessarily time-consuming to concentrate solely on areas of subliminal influence revealed only by subtle and often complex procedures (e.g. the injection of amino acids through multibarreled electrodes to induce artificial discharge at the expense of more readily observed differences in spatial organization of discharge regions).

A consideration of the classification scheme of Henry (1977a and Henry et al. 1978b), which attempts to deal with the acknowledged heterogeneity in the receptive field properties of complex cells as defined by Hubel and Wiesel (1962), highlights the problems involved in the use of functional criteria for cell classification. B-cells resemble complex cells in receptive field structure when tested with stationary flash-presented stimuli, but, like simple cells, have sharply-peaking response profiles for moving stimuli, low spontaneous activity, and narrow directional tuning. However, since these properties vary continuously from cell to cell, it is difficult in practice to use them as differentiating criteria. A more serious problem is that for some cells there is a complete lack of correlation between secondary response properties such as level of spontaneous activity and breadth of directional tuning (see section 5.2). A further problem with classification schemes which incorporate functional criteria (Pettigrew et al., 1968; Henry, 1977; Henry et al., 1978b, 1979) is that they are difficult to apply in more than one con-
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tical area. Thus, the difference in velocity sensitivity of B- and C-cells found in area 17 (Henry, 1977; Henry et al., 1978b) does not obtain in area 18 (Orban et al., 1981a). Equally, however, the variation with eccentricity in properties within a single cortical area may make the strict application of functional criteria problematical. For example, if a simple cell had to fulfill the criterion of responding only to slow velocities (Petitrew et al., 1968), this would all but exclude the possibility of encountering simple cells in area 18 or in regions of area 17 subserving peripheral vision.

5.1.2. The Present Classification Scheme

For each cell quantitative data were available on a host of response properties but for the reasons outlined above, they were not used to classify cells. In the final analysis, C-, S-, B- and A-cells were classified on the basis of receptive field structure alone, as revealed by both stationary flash-presented and moving stimuli (see also Orban and Kennedy, 1981; Orban, 1984). The same classifying criteria and nomenclature were used for cells in both areas 17 and 18. Such a classification scheme has the virtue of allowing valid comparisons between different cells within a cortical area and between the same cells in different cortical areas with respect to functional properties, since these are not originally built into the classifying scheme.

The S-Cell

An S-cell was so classified if (i) stationary bar stimuli of optimum orientation flashed at different locations across the receptive field, orthogonal to its axis orientation, disclosed a single ON or OFF zone, or a number of spatially offset non-overlapping ON and OFF zones, and (ii) moving single light or dark edges swept across the receptive field (in a direction orthogonal to receptive field orientation) elicited a single, sharply-peaking response profile for one polarity of edge.
or a number of sharply-peaking, spatially offset response profiles for edges of either polarity. Note that cells for which both flash-presented and moving stimuli disclosed only one receptive field region were classified as S-cells, though they have almost certainly been classified in the past as complex (Hubel and Wiesel, 1962; Gilbert, 1977; Ferster, 1981). Further, since tests for spatial summation within subregions were not carried out, some of the remaining S-cells may also ultimately have been classified as complex by these authors.

The A-Cell

Cells which did not show the above correlation between receptive field structure as revealed by stationary flash-presented and moving stimuli were encountered infrequently, and classified as A-cells (Henry 1977, Orban and Kennedy, 1981). They correspond to the non-uniform (Hubel and Wiesel, 1962) or discrete (Dean and Tolhurst, 1983) complex cells described previously. The absence of overlapping ON and OFF areas served to distinguish A-cells from complex cells, while their sustained response to moving stimuli extending over the entire discharge region precluded any allegiance with simple cells. The receptive fields of A-cells had either a single ON or OFF zone or a number of spatially separate ON and OFF subregions. At comparable eccentricities, A-cells invariably had wider minimum response fields than S-cells, and cells of both classes had minimum response field widths within the range reported by Orban and Kennedy (1981 and see Orban 1984) for S- and A-cells.

The C-Cell

If sensitive to stationary flash-presented stimuli, a C-cell exhibited a mixed ON/OFF response throughout the receptive field. Its discharge regions for moving edges of either polarity were overlapping, and it responded continuously throughout the traverse of a moving bar across the receptive field.
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The B-Cell

Of the cells with overlapping ON and OFF zones in response to flash-presented stimuli, B-cells were distinguished from C-cells by their narrow, sharply-peaking response profiles for moving oriented stimuli. At comparable eccentricities, B-cells had narrower minimum response fields than C-cells, and cells of both classes had field widths within the range reported by Orban and Kennedy (1981), and see Orban, 1984, for B- and C-cells.

After the completion of this work, a quantitative study (Dean and Tolhurst, 1983) demonstrated a continuum between completely discrete and complete overlapping receptive field subregions in area 17 cells. The most frequent borderline cases in the present study were cells with spatially offset ON and OFF zones, but with a narrow intermediate strip of mixed ON/OFF discharge; these cells were classified as S-cells or A-cells according to their response profiles for moving stimuli.

Length Summation And End Inhibition

Quantitative length-response functions were derived for some 50% of cells in area 18 (see Chapter 7). In the remaining cells from both areas 17 and 18, assessments of the degree of length summation and end-inhibition were made using qualitative techniques. A distinction was made between cells with restricted and substantial length summation. However, cells were not rigidly subclassified as special or standard according to whether optimal bar length was significantly shorter than the height of the mapped receptive field (Gilbert, 1977), since the location of the lateral borders of the minimum response field is critically dependent on the length of the mapping stimulus used (see also Kato et al., 1978; Orban et al., 1979a,b). Cells in the present study with restricted length summation were comparable to the special complex cells of Gilbert (1977), but did not include cells described by Hammond and Ahmed (1985) in which length summation is extensive, but less protracted than the height of the minimum response field.
Cells of each class were designated as end-inhibited (subscript $h$) if an increase in bar length beyond the optimum produced an audible decrease in response magnitude. Using quantitative techniques and interleaved stimulus presentation Kato et al. (1978) have found that contrary to earlier reports (Rodnas-Wolnet et al. 1976, Gilbert, 1977. Rose, 1977, Henry et al., 1978) end-free and end-inhibited cells form two distinct populations. According to Kato et al. (1978), the magnitude of end-inhibition detected qualitatively is close to the minimum value for end-inhibited cells identified by quantitative techniques.

Secondary Response Properties

The derivation of directional tuning curves for bar and noise motion (see below and Chapter 6) yielded quantitative data in all cells on level of spontaneous activity, width of directional tuning for bar motion and directional sensitivity. Directional tuning was defined by the vector of response magnitude for eighteen directions of motion, stepped in 10° intervals, through 360°. Width of directional tuning refers to the range of effective directions of bar motion. Directional sensitivity refers to the relative preference for one of two directions along a common axis. For direction-selective cells, bar motion in the non-preferred direction evoked a negligible response, no response at all, or suppression of spontaneous activity. Bidirectional cells had zero or weak bias for one of two directions along a common axis. Cells whose directional sensitivity fell between these two extremes were classified as direction-biased. Finally, qualitative assessments of ocular dominance (Hubel and Wiesel, 1962) were made in all cells. Important distinctions were made between cells which received comparable drive through either eye (ocular dominance groups 3–5) and those which were strongly monocularly-driven (ocular dominance groups 1–2 and 6–7).

Lamina-Of-Origin

Stereotaxic co-ordinates for penetrations in area 17 were chosen to avoid recording
exclusively from the superficial cortical layers down the medial bank of the lateral gyrus, to exclude the possibility of recording inadvertently from area 18, and to ensure that the electrode would sample during its traverse layers I-VI in sequence (see Methods). Thus, area 17 C-cells could be identified as residing in the deep or superficial layers with reference to the small-field, typically monocular simple cells of layer IV recorded in the same penetration, and tentatively on the basis of electrode depth (Hammond and MacKay, 1977; Hammond and Reck, 1980b; Hammond and Smith, 1982, 1983, 1984). In addition, it is now well established that strongly noise-sensitive complex cells of the striate cortex lie in two bands immediately above and below layer IV (Hammond and MacKay, 1977; Hammond, 1978c, Hammond and Reck, 1980b; Wagner et al., 1981; Hammond and Smith, 1982, 1983, 1984). The electrode rarely entered the white matter, but typically remained for many hundred μm in the deep layers during long penetrations down the medial bank.

For comparisons with area 17, it was desirable to subclassify area 18 C-cells according to lamina-of-origin. Compared with area 17, the most striking cytoarchitectonic feature of area 18 is that layer III is relatively wide, with its lower aspect situated about half way through the thickness of the cortex, and layer IV correspondingly narrow (Otsuka and Hassler, 1962; Garey, 1971; Harvey, 1980a; Humphrey et al., 1985a,b). Thus in area 18, the depth at which C-cells were encountered relative to S-cells in the same penetration provided a rather more reliable estimate of actual lamina-of-origin. In addition, little difficulty was experienced in distinguishing between superficial- and deep-layer C-cells on the basis of electrode depth, the choice of stereotaxic co-ordinates for penetrations in area 18 ensured that the electrode sampled during its traverse layers I-VI in sequence, and entered the white matter within 1,500-1,800 μm of the cortical surface.

**Responsiveness To Moving Visual Noise**

All shades of noise sensitivity were encountered throughout the cortical lamina-
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nae. However, for comparisons between the noise sensitivity of different cell types within each cortical area and between cortical areas, cells were assigned to one of four groups on the basis of their responsiveness to moving noise.

*Group IV* cells were unresponsive to visual noise moving in any direction at any velocity.

*Group III* cells gave a weak response to moving noise which was related to the presence of non-uniformities of grain density in the noise sample; they responded specifically to certain (larger-than-average) black or white elements. Directional tuning for noise motion was ill-defined and the selection of a fresh sample of noise either abolished the response or led to a predictable shift in the response peak as visualized in the dot display or in PSTHs. Group III cells were thus sensitive not to visual noise per se, but to the structure within the noise sample.

The responses of *Group II* cells to moving noise were not related to the larger elements in the noise sample but did not exceed half the response to a moving contrast bar, with parameters optimized for each stimulus. Since in the same cell, both preferred direction and velocity tuning are typically different for noise and bar motion (Hammond, 1978c, 1981a,b, Hammond and Reck, 1980b; Hammond and Smith, 1983) assignment to a particular group on the basis of relative preference for noise and bar stimuli was made only after a comparison of directional tuning for the two stimuli over a range of velocities.

*Group I* cells responded vigorously to moving noise. They typically responded at least as well to noise as to bar motion and were frequently preferentially responsive to moving noise.

Thus, in what follows, cells in groups I and II are termed noise-sensitive; and those in groups III and IV noise insensitive. Among noise-insensitive cells, the *structure-sensitive* cells of Group III are distinguished from Group IV cells, which were completely unresponsive to moving noise. Typical examples of the noise sensitivity of area 17 and area 18 C-cells in these groups are illustrated in Figs 5-1.
and 5.2.1. The distinction between Groups I and II was made because of the need for an objective measure of magnitude of response to moving noise and is admittedly rather arbitrary. However, the association described in sections 5.2 and 5.3 between group membership and secondary response properties may be considered to strengthen the validity of this distinction.

5.2. CELL CLASS AND NOISE SENSITIVITY AREA 17

5.2.1. Synopsis

The noise sensitivity of different cell types in area 17 has been investigated extensively by others (Hammond and MacKay, 1975, 1977: Hammond, 1978; Hoffmann et al., 1986; Hammond and Smith, 1982, 1983, 1984: Mortonne et al., 1982). Preliminary recordings in area 17 were made merely to generate data for direct comparisons with results from area 18 using identical animal preparation, experimental procedure and cell classification. Quantitative data were obtained from 42 single cells in the striate cortex. These comprised 28 C-cells (2 C1), 5 B-cells, 8 S-cells (1 S1) and 1 A-cell, which were assigned to one of groups I–IV on the basis of their responsiveness to moving noise. The receptive field centres of all cells recorded in striate cortex lay in the lower contralateral quadrant of the visual field, within 10° of the area centralis projection. Receptive fields were divided into two eccentricity classes: 0–5° (19 cells); 5–10° (23 cells).

A breakdown of area 17 cells according to cell class and responsiveness to moving noise is given in Table 5.1. C-cells dominated the sample in area 17, though because of sampling bias (see Discussion), the numbers of cells in each class are not representative of the relative proportions of each cell type in area 17. Eighty-two percent of C-cells were noise-sensitive and the majority of noise-sensitive C-cells (78%) were assigned to Group I. A significant minority of C-cells (18%)
<table>
<thead>
<tr>
<th>CELL CLASS</th>
<th>GROUP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>C</td>
<td>18 (64)</td>
</tr>
<tr>
<td>S</td>
<td>-</td>
</tr>
<tr>
<td>B</td>
<td>1 (20)</td>
</tr>
<tr>
<td>A</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LAMINA OF ORIGIN</th>
<th>GROUP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>SUPERFICIAL</td>
<td>3 (60)</td>
</tr>
<tr>
<td>DEEP</td>
<td>14 (70)</td>
</tr>
<tr>
<td>UNCERTAIN</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>18</td>
</tr>
</tbody>
</table>
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Table 5.1. Distribution of area 17 cells according to class (C, B, A) and noise sensitivity (membership of groups I-IV). Group I cells responded vigorously to the structure in the noise sample, and Group III cells were completely unresponsive to moving noise. Group II and Group IV cells were sensitive to the structure in the noise sample. Figures in parentheses indicate the percentage of cells within a given class in each group.

Table 5.2. Distribution of C-cells in area 17 according to lamina-of-origin (superficial layers or deep layers) and noise sensitivity (membership of groups I-IV). Figures in parentheses indicate the percentage of superficial-layer or deep-layer C-cells in each group.
was structure-sensitive. But no area 17 C-cell was completely unresponsive to moving noise. Noise-sensitive cells in the striate cortex were almost exclusively C-cells. One B-cell responded vigorously, one S-cell moderately well to moving noise.

5.2.2. C-Cells (64%)

(a) Superficial-And Deep-Layer C-Cells

Twenty-five of the 28 C-cells recorded in area 17 were identified as belonging to the superficial or deep layers. A breakdown of area 17 C-cells according to lamina of origin and responsiveness to moving noise is given in Table 4. Most of the C-cells in the present sample were encountered in the deep layers. The majority of deep-layer C-cells (81%)(C-cells) were noise-sensitive and most noise-sensitive deep-layer C-cells (82%) were assigned to Group 1. Indeed, strongly noise-sensitive, deep-layer C-cells comprised 50% of C-cells recorded in area 17. The small number of superficial-layer C-cells recorded either responded vigorously to moving noise or were structure-sensitive.

(b) Receptive Field Width And Eccentricity

Of the 28 C-cells recorded in area 17, 13 (46%) had receptive field centres within 5° of the area centralis projection and the field centres of the remaining 15 cells (54%) were in the eccentricity range 5°-10°. Among Group 1 C-cells 10 (54%) had receptive fields within and 44° beyond 5° of the area centralis projection. Group 1 C-cells comprised 77% of C-cells with receptive fields in the eccentricity class 0.5° and 53% of C-cells with receptive fields more than 5° from the area centralis projection. There was no significant difference in receptive field width in these two eccentricity classes, either for the total population of C-cells (means 2.4°) or for deep-layer C-cells considered separately (means 2.5° and 2.7°). However, even when receptive fields in different eccentricity classes are pooled, the
numbers of C-cells outside Group I is too small to allow generalizations about the relative receptive field sizes of deep- and superficial-layer C-cells in different groups. Nevertheless, two features of receptive field width comparisons are worthy of mention. First, the receptive fields of the two noise-insensitive C-cells in the superficial layers were narrower width, 8-9 centimeters × 10 cm than those of all other C-cells. Second, among deep-layer C-cells, Group II cells had receptive fields which were narrower than the mean receptive field width of cells in Group I.

(c) Receptive Field Length

More obvious differences in the receptive field dimensions of C-cells in different groups were observed along the longitudinal axis parallel to receptive field orientation. The length of C-cell minimum response fields was not correlated with membership of a particular group. However, 90% of Group I C-cells had receptive fields within which little length summation could be demonstrated, whereas all other C-cells showed substantial length summation.

(d) Secondary Response Properties

Group I C-cells had high spontaneous activity and broad directional tuning, showed strong directional bias and were typically direction-selective. With one exception, they received comparable drive through either eye or were only weakly dominated by one or other eye. Ocular dominance groups 3-7 Hubel and Wiesel 1972. It is generally recognized however that as a group complex C-cells in area 17 have relatively higher spontaneous activity (for example Pettigrew et al. 1972, Gilbert 1976, Hammond and MacKay 1977, Henry 1977) and broader directional tuning (Henry et al. 1973, Watkins and Berkeley 1971, Henry 1977, Hammond and Andrews 1976, Heggelund and Albus 1978, Leventhal and Hirsch 1978, Henry et al. 1978). Urban (1964) than simple C-cells. Further, contrary to Hubel and Wiesel's (1972) initial finding that simple and complex cells do not differ in ocular dominance distribution, several authors (Albus 1975, Hammond and
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MacKev, 1977; Gilbert, 1977; Leventhal and Hirsch, 1978; Orban and Kennedy, 1981; Berman et al., 1982) have reported that simple or S-cells are more often strongly dominated by one or other eye than complex or C-cells. Thus it is important to determine whether the properties of Group I C-cells simply reflect those of C-cells overall, or whether among C-cells there are differences in response properties which are associated with responsiveness to moving noise. The secondary response properties of C-cells in groups I, II and III are shown for comparison in Table 5.3. C-cells are not subdivided in the Table according to lamina of origin since only a small number of superficial-layer C-cells were recorded and their response properties were not obviously different from those of deep-layer C-cells in the same group.

Spontaneous Activity

All C-cells recorded in the strate cortex were spontaneously active. Noise-sensitive C-cells had significantly higher spontaneous activity than noise-insensitive C-cells (Mann-Whitney U-test P < 0.001). However, it is clear from Table 5.3 that this comparison masks a far more striking difference in level of spontaneous activity between C-cells in Group I and other C-cells. Among noise-sensitive C-cells those in Group I had appreciably higher spontaneous activity than those in Group II (Mann-Whitney U-test P < 0.0001). Group II C-cells did not differ significantly in spontaneous activity from C-cells in Group III.

In the present sample, deep- and superficial-layer C-cells did not differ in spontaneous activity (means 17.5 and 17.8 sp/s respectively). Among deep-layer C-cells those in Group I had considerably higher spontaneous activity (mean 29.6 sp/s, range 10-50 sp/s) than those in groups II and III (mean 6-3 sp/s, range 2-7 sp/s) (Mann-Whitney U-test P < 0.001). In groups I and III deep- and superficial layer C-cells had comparable spontaneous activity.
<table>
<thead>
<tr>
<th></th>
<th>Spontaneous Activity (sp/s)</th>
<th>Directional Tuning Width (deg.)</th>
<th>Percent Direction Selective</th>
<th>Percent Ocular Dominance Groups 3-5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A R E A  1 7</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GROUP I (n = 18)</td>
<td>24.5</td>
<td>98.3</td>
<td>67</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>(10 - 50, 114)</td>
<td>(60 - 180, 39.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GROUP II (n = 5)</td>
<td>7.0</td>
<td>50.0</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2 - 10, 3.2)</td>
<td>(30 - 60, 23.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GROUP III (n = 5)</td>
<td>5.0</td>
<td>62.0</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>(2 - 7, 2.7)</td>
<td>(30 - 80, 19.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.3. Properties of area 17 C-cells according to noise sensitivity (membership of groups I–III). Group I cells responded vigorously. Group II cells relatively weakly to moving noise. Group III cells were sensitive to the "structure" in the noise sample (see text for details). Values for spontaneous activity and directional tuning width are means, with ranges and standard deviations in parentheses. Figures in the 3rd and 4th columns from the left indicate respectively, the percentage of C-cells in each group which were direction-selective, and which received good binocular drive (ocular dominance groups 3–5).
Directional Tuning Width

In Chapter 6, the directional tuning of area 17 C-cells for noise and bar motion is reported in detail, largely for comparison with the directional tuning of area 18 cells. Here, the directional tuning width, the total range of effective directions of bar motion of C-cells in different groups, is compared. The two end-inhibited C-cells are included in these comparisons, since their directional tuning was not conspicuously broader than that of other C-cells within the same group.

There was no significant difference in the directional tuning width of noise-sensitive and noise-insensitive C-cells (means 8.7 ± 8 and 8.4 ± 8). However, among noise-sensitive C-cells, those in Group I were considerably more broadly tuned for direction than those in Group II (Mann-Whitney U test, P < 0.01). Group II C-cells did not differ significantly in directional tuning width from C-cells in Group III. It is worth emphasizing that no C-cell in either Group II or Group III had directional tuning as broad as the mean directional tuning width of Group I C-cells. The difference in directional tuning width between C-cells in Group I and other C-cells was highly statistically significant both for C-cells overall and for comparisons of deep-layer C-cells alone (Mann-Whitney U test, P < 0.01). The directional tuning of superficial-layer C-cells was characteristic of that of C-cells in the groups to which they belonged. Deep and superficial-layer C-cells in Group I had comparable directional tuning while in Group III, the directional tuning of superficial-layer C-cells was relatively broad but not conspicuously broader than that of deep-layer C-cells.

It has been reported (Wilson and Sherman, 1976) that in striate cortex, breadth of directional tuning is related directly with visual field eccentricity. However, the influence of receptive field eccentricity on breadth of directional tuning is negligible within 10° of the area centralis projection (Wilson and Sherman, 1976) where the receptive fields of all C-cells recorded in area 17 lay. In any event, a similar proportion of Group I C-cells had receptive fields in the eccentricity classes 0-5° and 5-10° and Group I C-cells were predominant among C-cells with central
receptive fields. Group I C-cells with receptive fields within or beyond 5° of the area centrals projection had similarly broad directional tuning (mean widths 90.60 and 101.3°) which was broader than that of other C-cells with receptive fields in the same eccentricity class. Indeed, C-cells with receptive fields within 5° of the area centrals projection were more broadly tuned for direction than other C-cells reflecting the predominance of Group I C-cells with receptive fields in this eccentricity class. Thus at least for area 17 subserving central vision, breadth of directional tuning of C-cells would seem to be related to noise sensitivity rather than visual field eccentricity.

With their broad directional tuning and high spontaneous activity, strongly noise-sensitive Group I C-cells of the striate cortex are the archetypes of the C-cells of Henry (1977). However, a consideration of the response properties of C-cells in other groups highlights the problems inherent in the use of a classification scheme which incorporates both receptive field size and functional criteria. In some C-cells there was a distinct lack of correlation between level of spontaneous activity and breadth of directional tuning; the noise-insensitive superficial layer C-cells had low spontaneous activity and rather broad directional tuning, while three C-cells in groups II and III had high spontaneous activity but were rather sharply tuned for direction tuning width.

Directional Sensitivity

A high proportion of C-cells in Group I were direction selective. C-cells in Group I were more often direction selective than other C-cells (10%) (Fisher's exact probability test, P < 0.01). Seventy-one percent of deep-layer C-cells in Group I but none of the remaining deep-layer C-cells were direction selective. The difference in the proportion of direction-selective cells among C-cells in Group I and in Group II just failed to reach significance at the 0.02 level. Group III contained no direction-selective C-cells.
The proportion of direction-selective cells in area 17 is highest in regions subserving central vision and declines (gradually) with eccentricity (Orban et al., 1984b). However, the relatively high proportion of direction-selective Group I C-cells can not be attributed to the relative predominance of Group I C-cells with receptive fields within 5° of the area centrales projection. First, the proportion of direction-selective cells among C-cells in Group I and among C-cells overall was similar for the two eccentricity classes 0° and 5°-10°. Second, among C-cells with receptive fields within 5° of the area centrales projection, 60% of those in Group I, but none of those in groups II or III were direction-selective.

**Ocular Dominance**

A significantly higher proportion of C-cells in Group I received good binocular drive than did C-cells in other groups (Chi-squared test $P < 0.05$). The proportion of binocularly-driven C-cells in Group I might seem remarkably high considering the predominance of monocularly-driven cells in striate cortex subserving central vision to 4° (Allan, 1977) and the relative predominance of Group I C-cells with receptive fields within 5° of the area centrales projection. However, the majority of complex cells with receptive fields in central and para-central projection areas are binocularly-driven (Allan, 1977). In addition, the sample of complex cells in the above study presumably contained some B-cells which are known to be predominantly monocularly-driven (Orban, 1984). Thus, for area 17 subserving central vision, the proportion of binocularly-driven cells may be even higher among C-cells than among complex cells. On the other hand, the proportion of complex cells with good binocular drive is lowest among cells with receptive fields in central projection areas (where Group I C-cells are in the majority) and increases with eccentricity (Allan, 1977). Thus it is noteworthy that, independent of receptive field eccentricity, the proportion of cells which received good binocular drive was higher among C-cells in Group I than among other C-cells.

All Group II C-cells and the superficial layer C-cells of Group III were strongly
dominated by one or other eye. Two of the three deep-layer C-cells in Group III received strong binocular drive, but one of these was end-inhibited and might not be expected to respond to a stimulus of large areal extent such as moving noise. However, the weak or absent response of C-cells to moving noise can not be attributed alone to the presence of end-inhibition. Group II C-cells were free of end-inhibition, while one Group I C-cell was end-stopped. On the other hand, Group I C-cells lacked the substantial length summation characteristic of C-cells in Groups II and III. Especially noteworthy however was one occasion on which three deep-layer direction-selective C-cells with high spontaneous activity and broad directional tuning were recorded consecutively in a single penetration. The first cell showed little length summation and no end inhibition, the second both length summation and end-inhibition, and the third length summation but no end-inhibition. Despite obvious differences in requirements for stimulus length in these cells, they responded equally vigorously to moving noise.

The range of noise sensitivity of area 17 C-cells and its association with secondary response properties is illustrated in Fig. 5, which shows directional tuning for noise and bar motion of four C-cells (A - D) recorded during a single macroelectrode penetration in area 17. Each pair of tuning curves is taken from a series of directional tuning comparisons made in the same cell over a range of velocities. The illustrated directional tuning curves were compiled using the velocity of motion which evoked the maximum response to moving noise.

The Group III superficial-layer C-cells (A and B) had relatively narrow receptive fields within which substantial length summation could be demonstrated. They were monocularly driven, had low spontaneous activity and were bidirectional for bar motion. Both were free of end-inhibition, but responded weakly to moving noise. The poor response to noise motion due to excitation by the local configurations in the noise sample gave rise to an ill-defined directional tuning curve with no clear peak. The first cell (A) was encountered close to the cortical surface and the second (B) rather deeper in the superficial layers but probably still in the
Fig. 5.1. Directional tuning of 4 C-cells recorded in a single vertical penetration in area 17 for noise and bar motion interleaved, to illustrate the range in responsiveness to moving noise. 4 responses per direction, spontaneous activity indicated by dotted lines. Each pair of directional tuning curves is taken from a series of directional tuning comparisons made over a range of velocities. Velocity of motion at which the illustrated tuning curves (A, B, C, D) were compiled was 8, 12, 12, and 8/sec respectively. Note that in C and D stimulus velocity is that which evoked the maximum response to moving noise. The depth and time at which each unit was encountered is indicated above each pair of tuning curves. The Group I C-cells encountered in the superficial layers (A and B) are sensitive not to moving noise per se, but to the structure within the noise sample, compared with the tuning profiles for bar motion directional tuning for moving noise is relatively poorly defined with no clear peak. C and D show directional tuning comparisons for noise and bar motion in 2 noise-sensitive deep-layer C-cells. The Group I C-cell responds preferentially, the Group II C-cell relatively weakly to moving noise with velocity of motion optimal for that stimulus. Note the difference in magnitude of responsiveness to moving noise of 2 neighboring deep-layer C-cells recorded within a period of 4 minutes and its association with level of spontaneous activity and breadth of directional tuning. In C and D directional tuning for noise motion is funnel-shaped with depressed sensitivity in directions which are optimal for the moving bar. This underlines the importance of directional tuning comparisons in determining relative preference for noise or bar stimuli.
upper reaches of layer II/III. The remaining superficial-layer C-cells recorded were all strongly noise-sensitive, and were encountered deeper in the superficial layers, presumably in layer III. Fig. 5.1C shows directional tuning for noise and bar motion of a deep-layer Group II C-cell recorded deep to two noise-insensitive S-cells. It was monocularly driven, had low spontaneous activity and was direction-tuned for bar motion. Response to moving noise was relatively weak despite the absence of end-inhibition, but was not related to the structure in the noise sample. Directional tuning for moving noise was clearly bimodal with depressed sensitivity in directions which are most effective for bar motion (see Chapter 6). Fig. 5.1D illustrates an extreme example of a Group I C-cell recorded in the deep layers, which was preferentially responsive to moving noise. Although the response to bar motion was greater at lower velocities, compared with response to moving noise, it was relatively weak throughout the effective velocity range (not illustrated).

Note that the preferred directions for noise and bar motion were clearly different in this cell, and that comparisons of relative response magnitude were made for motion in the preferred direction for each stimulus. In the non-preferred direction, bar motion elicited a negligible response, while noise motion evoked strong suppression of firing (see Chapter 6). Compared with the C-cells representative of other groups, the Group I C-cell had relatively higher spontaneous activity and was more broadly tuned for direction of bar motion. The difference in magnitude of response to moving noise is remarkable in two deep-layer C-cells recorded in close proximity within a period of 40min (C and D).

5.2.3. B-Cells (126)

Four of the 5 B-cells recorded in area 17 had receptive field centres located 5-10 from the area centralis projection. Mean receptive field width for these cells was 12. The receptive field centre of the remaining B-cell (receptive field width 0.6) lay within 5 of the area centralis projection. Three B-cells which were all noise-insensitive, had low spontaneous activity (mean 1sp/s) and narrow
directional tuning (mean tuning width 30°) characteristic of the B-cells of Henry (1977) and Henry et al. (1978b). The remaining B-cells showed a distinct lack of correlation between level of spontaneous activity and width of directional tuning. One B-cell in Group IV had the narrowest receptive field of all area 17 cells (0.6° and zero spontaneous activity), but rather broad directional tuning (tuning width 60°) more typical of C-cells in Group I. The noise-sensitive B-cell, though not as broadly tuned for direction, had high spontaneous activity (8sp/s), among area 17 B-cells, it had a relatively wide receptive field.

5.2.1. S-Cells (94%)

Of the 8 S-cells recorded in area 17, 6 had receptive fields within 0.5° of the area centralis projection. Mean S-cell receptive field width for the eccentricity classes 0.5° and 1.0° was 0.8° and 1.3°. Although all S-cells showed substantial length summation, none had the long narrow receptive fields typical of layer VI simple cells (Gilbert, 1977). Area 17 S-cells had low or absent spontaneous activity (mean 4sp/s), narrow directional tuning (mean width 40°) were strongly dominated by one or other eye and with one exception were direction-selective. The end-inhibited S-cell had conspicuously broader directional tuning than fellow S-cells. Apart from its responsiveness to moving noise, the noise-sensitive S-cell did not differ from other S-cells in secondary response properties, but had a relatively wide receptive field.

5.2.5. A-Cells (2%)

The single A-cell recorded in area 17 was unresponsive to moving noise. It had higher spontaneous activity (6sp/s) and broader directional tuning (tuning width 75°) than any area 17 S-cell, and received comparable drive through either eye.
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5.3. CELL CLASS AND NOISE SENSITIVITY: AREA 18

5.3.1. Synopsis

Quantitative data were obtained from 67 single cells in area 18. These comprised 37 C-cells (C18), 10 B-cells (B18), 16 S-cells (S18), and 4 A-cells (A18) whose receptive fields lay within 18 of the area centralis projection. Electrode placement within conservative H-C coordinates (see section 4.4.2) left relatively unexplored the medial part of area 18 flanking the projection of the vertical meridian. Only 11 area 18 cells (17%) had receptive fields within 18 of the area centralis projection. The receptive fields of 37 cells (52%) were in the eccentricity range 10° and 19 cells (28%) had receptive fields more than 10° from the area centralis projection.

A breakdown of area 18 cells according to class and responsiveness to moving noise is given in Table 5.4. Because of sampling bias (see discussion), the numbers of C-, B-, S-, and A-cells are not representative of the relative proportions of each cell type in area 18. C-cells were the most frequently encountered cell type (55%), though in area 18 they formed a slightly lower proportion of recorded cells than in area 17. The majority of C-cells in area 18 (66%) like their counterparts in area 17 were noise-sensitive; they are found predominantly in Group I. The difference in the proportions of noise-sensitive C-cells in area 17 (82%) and area 18 was not statistically significant, nor was there any significant difference in the proportions of area 17 and area 18 C-cells assigned to Group I (64% and 54%, respectively). However, whereas no C-cell in area 17 was unresponsive to moving noise, a significant minority (14%) of C-cells in area 18 belonged to Group IV; they comprised 30% of noise-insensitive C-cells in this area. As in area 17, C-cells dominated Group I, though in area 18 one S-cell was found in this group. A similarly low proportion of S-cells in area 17 (13%) and area 18 (12%) was noise-sensitive. Compared with their counterparts in area 17, a relatively higher proportion of B-cells in area 18 was responsive to moving noise. However, the
<table>
<thead>
<tr>
<th>CELL CLASS</th>
<th>GROUP</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td></td>
<td>20</td>
<td>4</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>S</td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>8</td>
<td>11</td>
<td>26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LAMINA OF ORIGIN</th>
<th>GROUP</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERFICIAL</td>
<td></td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>DEEP</td>
<td></td>
<td>15</td>
<td>-</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>UNCERTAIN</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>4</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>
**Table 5.4.** Properties of area 18 cells according to class (C, S, B, A) and noise sensitivity (membership of groups I-IV). Group I cells responded vigorously. Group II cells relatively weakly to moving noise. Group III cells were sensitive to the structure in the noise sample, and Group IV cells were completely unresponsive to moving noise (see text for details). Figures in parentheses indicate the percentage of cells within a given class in each group.

<table>
<thead>
<tr>
<th>Class</th>
<th>Group I</th>
<th>Group II</th>
<th>Group III</th>
<th>Group IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.5.** Distribution of C-cells in area 18 according to lamina of origin (superficial layers or deep layers), and noise sensitivity (membership of groups I-IV). Figures in parentheses indicate the percentage of superficial layer or deep-layer C-cells in each group.
sample of B-cells from the two cortical areas was small and this difference did not reach statistical significance. A-cells in both areas 17 and 18 were unresponsive to moving noise.

5.3.2 C-Cells (55%)

(a) Superficial- and Deep-Layer C-Cells

All but two C-cells recorded in area 18 could be identified as belonging to the superficial or deep layers. A breakdown of area 18 C-cells according to lamina of origin and responsiveness to moving noise is given in Table 5.3. Compared with area 17, a relatively higher proportion of C-cells in area 18 (40%) were encountered in the superficial layers. However, as in area 17, deep-layer C-cells were in the majority (54%) and, compared with superficial-layer C-cells, they formed a relatively higher proportion (62%) of noise-sensitive C-cells recorded in area 18.

There was no significant difference in the proportion of noise-sensitive C-cells in the deep- and superficial layers (75% and 60% respectively) though a relatively higher proportion of deep-layer C-cells were in Group 1 (Chi-squared test, P < 0.05). Further, among noise-sensitive C-cells, deep-layer C-cells were confined to Group 1, whereas superficial-layer C-cells were distributed rather evenly between groups I (55%) and II (45%).

A similar proportion of deep-layer C-cells in areas 17 (70%) and 18 (75%) were Group I cells and the difference in the proportion of deep-layer C-cells in the two cortical areas which were noise-sensitive (area 17 85% and area 18 75%) was not statistically significant. Indeed, the responsiveness to bar motion of one apparently noise-insensitive C-cell in area 18 was highly variable and inversely correlated with level of spontaneous activity. If this cell is excluded from the sample on the assumption that it was damaged and may ultimately have responded...
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to moving noise, the proportion of noise-sensitive C-cells in area 18 reaches 79%. An identical proportion (60%) of superficial-layer C-cells in areas 17 and 18 was noise-sensitive, though the small sample of superficial-layer C-cells in area 17 restricts the validity of this comparison. The lower proportion of noise-sensitive C-cells in area 18 compared with area 17 (sections 5.2.1 and 5.3.1), though statistically insignificant, could be attributed almost entirely to the relatively higher proportion of superficial-layer cells among the sample of area 18 C-cells. It remains to be determined whether an increase in sample size would reveal a significant difference in the noise sensitivity of deep- and superficial-layer C-cells in area 18.

(b) RECEPTIVE FIELD WIDTH AND ECCENTRICITY

Whereas in area 17 widths of C-cell receptive fields in the eccentricity classes 0–5 and 5–10 were not significantly different, the receptive field width of C-cells in area 18 increased with eccentricity. This is consistent with Urban and Kennedy’s (1981) finding that the receptive field width of C-cells increases far more steeply with eccentricity in area 18 than in area 17. Mean receptive field width for the eccentricity classes 0–5 (6 cells), 5–10 (21 cells), and 10–18 (8 cells) was 3.1, 4.1, and 5.0, respectively. The vast majority (80%) of Group I C-cells had receptive fields in the eccentricity range 0–10. Ten percent had receptive fields within 5° or beyond 10° of the area centralis projection. Group I C-cells comprised 33%, 70%, and 2% of C-cells with receptive fields in the eccentricity classes 0–5, 5–10, and 10–18, respectively.

Since in area 18 relatively few C-cells were encountered with receptive field centres within 5° or beyond 10° of the area centralis projection, receptive field width comparisons could be made only among cells with receptive fields in the eccentricity class 5–10. Within this range, there was no significant difference in receptive field width of deep- and superficial-layer C-cells (mean widths 4.2 and 4.1, respectively). Deep-layer C-cells outside Group I with receptive fields in the eccentricity
class 5-10 were too few in number to allow valid comparisons of receptive field width between deep-layer C-cells in different groups. Among superficial layer C-cells, those in Group I had significantly wider receptive fields (mean width 5.1) than those in other groups (mean width 3.0) (Mann-Whitney U test, P = 0.02), thus paralleling the difference in receptive field width between noise-sensitive and noise-insensitive superficial-layer C-cells in area 17. The difference in receptive field width of superficial- and deep-layer C-cells (mean width 4.1) in Group I did not reach statistical significance. Among Group I C-cells, those in the superficial layers had homogeneously wide receptive fields (range 4.2-6.6), whereas those in the deep-layer had more widely ranging receptive field widths (2.0-8.4), though this difference may simply reflect a difference in the number of deep- and superficial-layer C-cells in Group I.

### (c) Receptive Field Length

As in area 17, a relatively high proportion of Group I C-cells in area 18 (50%) had receptive fields within which little length summation could be demonstrated, whereas only 24% of C-cells outside Group I showed this type of summatory behaviour. Since one of the characteristics of end-inhibited cells is their restricted length summation (Kato et al. 1978), and since end-inhibited cells might be expected a priori to respond weakly to moving noise, it is important to determine whether their inclusion in the above comparisons blurs an otherwise absolute correlation between type of summatory behaviour and responsiveness to moving noise. In fact, the removal of end-inhibited cells leads to a decline in the proportion of cells with restricted length summation both among C-cells in Group I (44%) and among other C-cells (14%). On the other hand, 71% of all C-cells with restricted length summation, and 80% of end-free C-cells showing this type of summatory behaviour were Group I C-cells. Thus, as in area 17, most C-cells in area 18 which lacked substantial length summation are in Group I, though localized length summation is not a necessary condition for good noise sensitivity. Conversely, the
existence of end-inhibition does not preclude vigorous responsiveness to moving noise.

(d) Secondary Response Properties

The most interesting aspect of the present results was the striking similarity in response properties of Group 1 C-cells in area 17 and area 18 (see Table 5.6). Indeed, Group 1 C-cells in the two cortical areas were more alike in response properties than cells of different classes in the same cortical area. Like their counterparts in area 17, Group 1 C-cells in area 18 had high spontaneous activity, were broadly tuned for direction, almost invariably direction-selective, and with few exceptions received comparable drive through either eye. These generalizations apply equally to deep- and superficial-layer Group 1 C-cells, though those in the deep layers were more homogeneous in spontaneous activity and ocular dominance.

Because of the known association between receptive field structure and secondary response properties of cells in area 18, it is important to determine whether, as in area 17, the properties of Group 1 C-cells in area 18 are distinctive, or whether they are characteristic of those of C-cells overall. It has been reported that in area 18, C-cells have higher spontaneous activity and broader directional tuning than S- or B-cells (Harvey et al., 1981). Although Hamnond and Andrews (1978) found no substantial difference in tuning width of complex type 1 and type 2 cells (equated respectively with area 17 simple and complex cells). Compared with area 17, area 18 contains a relatively higher proportion of monocularly driven cells (Orban and Kennedy, 1981), though, according to Ferster (1981), this difference applies only to the superficial layers of the two cortical areas. Nevertheless, in area 18, C-cells more often receive strong binocular drive than do S-cells (Harvey 1980a, b, Orban, 1984). Finally, area 18 contains a higher proportion of direction-selective cells than does area 17 (Ferster, 1981; Orban et al., 1981b), though pronounced direction selectivity seems to be associated with S-cells (Orban et al, 1981b). Table 5.6 shows the properties of area 18 C-cells in Group 1 together
<table>
<thead>
<tr>
<th>AREA 17</th>
<th>SPONTANEOUS ACTIVITY (sp/s)</th>
<th>DIRECTIONAL TUNING WIDTH (deg.)</th>
<th>PERCENT DIRECTION SELECTIVE</th>
<th>PERCENT OCULAR DOMINANCE GROUPS 3-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROUP I (n = 18)</td>
<td>24.5 (10 - 50, 11.4)</td>
<td>98.3 (40 - 180, 39.9)</td>
<td>67</td>
<td>72</td>
</tr>
<tr>
<td>AREA 18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GROUP I (n = 20)</td>
<td>10.0 (0 - 25, 6.0)</td>
<td>109.4 (40 - 180, 46.4)</td>
<td>85</td>
<td>75</td>
</tr>
<tr>
<td>GROUP I (n = 15) (deep layer)</td>
<td>11.7 (5 - 25, 4.9)</td>
<td>109.2 (40 - 180, 45.1)</td>
<td>93</td>
<td>87</td>
</tr>
<tr>
<td>GROUP II (n = 4)</td>
<td>4.3 (0 - 9, 4.0)</td>
<td>100.0 (60 - 180, 75.5)</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>GROUP III (n = 8)</td>
<td>2.8 (0 - 9, 3.9)</td>
<td>78.5 (40 - 130, 38.2)</td>
<td>25</td>
<td>13</td>
</tr>
<tr>
<td>GROUP IV (n = 5)</td>
<td>5.6 (0 - 10, 5.5)</td>
<td>66.3 (60 - 80, 9.5)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
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Table 5.6. Properties of area 18 C-cells according to noise sensitivity (membership of groups I-IV), and those of area 17 Group I C-cells for comparison. The properties of deep-layer C-cells in Group I are shown separately. Group I cells responded vigorously. Group II cells relatively weakly to moving noise. Group III cells were sensitive to the structure within the noise sample and Group IV cells were unresponsive to moving noise (see text for details). Values for spontaneous activity and directional tuning width are means with ranges and standard deviations in parentheses. Note that C-cells are excluded from comparisons of directional tuning width. Figures in the 3rd and 4th columns from the left indicate respectively the percentage of C-cells in each group which were direction selective and which received good binocular drive (ocular dominance groups 3-5).
with those of C-cells in other groups for comparison.

**Spontaneous Activity**

Noise-sensitive C-cells had significantly higher spontaneous activity (mean 2.0 sp/s) than noise-insensitive C-cells (mean 1.4 sp/s) (Mann-Whitney U test, P<0.001). However, as in area 17, the striking differences in spontaneous activity were between Group I C-cells and C-cells in other groups. Among noise-sensitive C-cells, those in Group I had higher spontaneous activity than those in Group II (Mann-Whitney U test, P<0.005). Group I C-cells had considerably higher spontaneous activity than noise-insensitive C-cells (Mann-Whitney U test, P<0.002), while there was no difference in spontaneous activity between noise-insensitive C-cells and C-cells in Group II. Among noise-insensitive C-cells, members of groups III and IV did not differ significantly in spontaneous activity, but deep-layer C-cells had significantly higher spontaneous activity (mean 6.6 sp/s) than superficial-layer C-cells (mean 0.8 sp/s) (Mann-Whitney U test, P<0.001). Similarly, among Group I C-cells, those in the deep layers had significantly higher spontaneous activity than those in the superficial layers (mean 5.2 sp/s) (Mann-Whitney U test, P<0.005). However, superficial-layer C-cells in Group I formed a rather heterogeneous group with respect to spontaneous activity (range 0-10 sp/s). Overall, deep-layer C-cells had significantly higher spontaneous activity (mean 10.4 sp/s) than superficial-layer C-cells (mean 3.1 sp/s). However, the relatively high spontaneous activity of Group I C-cells is not due solely to the fact that deep-layer C-cells form the majority of C-cells in Group I, but are in the minority among other C-cells. The higher spontaneous activity of Group I C-cells compared with noise-insensitive C-cells reaches statistical significance when either deep-layer or superficial-layer C-cells are considered separately (Mann-Whitney U test, P<0.005 and P<0.001 respectively).

Although Group I C-cells in both cortical areas had relatively high spontaneous activity, those in area 17 had significantly higher spontaneous activity than those in...
area 18 (Mann-Whitney U test, \( P < 0.001 \)). The difference in spontaneous activity of Group I C-cells in the two cortical areas is also significant when only deep-layer cells are compared (Mann-Whitney U test \( P < 0.01 \)). These differences reflect the lower spontaneous activity of area 18 C-cells overall (mean 7.8 sp/s) compared with their area 17 counterparts (mean 10.8 sp/s) (Mann-Whitney U test \( P < 0.005 \)).

Directional Tuning Width

The directional tuning of area 18 cells for noise and bar motion is reported in detail in Chapter 6. Present results are restricted to comparisons among C-cells of width of directional tuning for bar motion.

The small number of area 18 C-cells recorded with receptive fields within 5° or beyond 10° of the area centralis projection precluded a detailed analysis of the influence of receptive field eccentricity on broadness of directional tuning. However, there was no indication in the present data that directional tuning width of C-cells increased with receptive field eccentricity. Moreover, Orban and Kennedy (1984) found no significant correlation between receptive field eccentricity and qualitatively determined directional tuning width of area 18 cells with receptive fields distributed over a much wider range of eccentricities. Thus, for comparisons of directional tuning width of C-cells in different groups, cells with receptive fields in different eccentricity classes were pooled. Since two C-cells had conspicuously broader directional tuning than fellow C-cells in the same group, all C-cells were excluded from the present directional tuning comparisons.

Noise-sensitive C-cells were significantly more broadly tuned for direction (mean width 108.4°) than noise-insensitive C-cells (mean width 74.1°) (Mann-Whitney U test, \( P < 0.05 \)). There was no significant difference in directional tuning width between the noise-sensitive C-cells of groups I and II, or between the noise-insensitive C-cells of groups III and IV. This is in contrast to the situation in area 17 where Group I C-cells had considerably broader tuning than Group II C-
cells, and the difference in directional tuning of noise-sensitive and noise-insensitive C-cells did not reach statistical significance. However, the number of end-fiber C-cells in Group II is too small to conclude that this represents an areal difference or is due to the fact that Group II C-cells in area 17 were all recorded in the deep layers whereas area 18 Group II C-cells were exclusively superficial-layer cells. The directional tuning width of Group II C-cells has a conspicuously high standard deviation: one Group II C-cell had a directional tuning width of three times as broad as that of other C-cells in this group. On the other hand, the C-cell in this group which was excluded from the present comparisons had broad directional tuning width 120. What is clear however is that in area 17, Group I C-cells were appreciably more broadly tuned for direction than noise-insensitive C-cells. This difference is more highly statistically significant (Mann-Whitney U test $P < 0.025$) than that between noise-sensitive and noise-insensitive C-cells overall.

Among Group I C-cells, those in the deep and superficial layers had almost identical directional tuning (mean widths 109.2 and 110.0 respectively) thus reflecting the overall similarity in directional tuning of deep- and superficial-layer C-cells (overall mean width 99.7 and 95.4). However, deep- and superficial-layer C-cells in different groups differed markedly in directional tuning. Deep- and superficial layer C-cells in Group I were appreciably more broadly tuned for direction than their noise-insensitive counterparts (mean widths 68.9, 76.7 (Mann Whitney U test $P < 0.05$).

Thus, noise sensitivity would seem to be a better predictor than receptive field eccentricity or lamina of origin of the directional tuning width of C-cells in area 17 and 18. Group I C-cells in areas 17 and 18 had comparable directional tuning widths, thus reflecting the overall similarity in directional tuning of C-cells in the two cortical areas (mean widths area 17 83.2, area 18 96.4).
Direction Sensitivity

Noise-sensitive C-cells were more often direction-selective (79%) than noise-insensitive C-cells (58%) (Chi-squared test, $P < 0.001$). This difference is due almost entirely to the high proportion of direction-selective cells among C-cells in Group I. There is no difference in the proportion of direction-selective cells among Group II C-cells and noise-insensitive C-cells, while a significantly higher proportion of C-cells in Group I compared with other C-cells was direction-selective (Chi-squared test, $P < 0.001$). Eighty-one percent of direction-selective C-cells recorded in area 18 were in Group I.

There was no significant difference in the proportion of direction-selective cells among deep-layer and superficial-layer C-cells (70% and 49% respectively). The proportion of direction-selective superficial-layer C-cells was highest in Group I (68%) but not significantly higher than that in other groups. Direction-selective deep-layer C-cells, on the other hand, were confined to Group I. All but one deep-layer C-cell in Group I was direction-selective, and Group I deep-layer C-cells in turn constituted 67% of all direction-selective C-cells in area 18. Direction-selective Group I C-cells in the superficial layers and most of those in the deep layers showed suppression of firing for bar motion in the non-preferred direction, at least at some velocities (see Chapter 6).

Orban et al. (1981b) have reported that the proportion of direction-selective cells in area 18 is highest in regions subserving central vision (0–5°) and declines relatively steeply with eccentricity within 10° of the area centralis projection. The relatively high proportion of direction-selective cells among C-cells in Group I is thus all the more remarkable since only 10% of Group I C-cells had receptive fields within 5° of the area centralis projection, and Group I C-cells comprised only 33% of all C-cells with receptive fields in this eccentricity class. Among C-cells with receptive fields in the eccentricity class 0–5°, all Group I C-cells, but only 25% of other C-cells were direction-selective. The proportion of direction-selective C-cells was highest among C-cells with receptive fields within 5–10° of the area centralis.
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There was no significant difference in the proportion of direction-selective cells among Group 1 C-cells in area 17 (67%) and area 18 (68%), reflecting the overall similarity in the proportion of direction-selective C-cells recorded in the two cortical areas: area 17, 45%; area 18, 57%. This result is not, however, inconsistent with reports that area 18 contains a higher proportion of direction-selective cells than area 17 (Ferster, Pest, Orban et al., 1989). In the present study, a relatively lower proportion of area 18 C-cells compared with those in area 17, had receptive fields within 3° of the central crescent projection, where the difference in the proportion of direction-selective cells in the two cortical areas is known to be most pronounced (Orban et al., 1989). Thus, comparisons of areas 17 and 18 subserving central vision may have yielded a significant difference in the proportion of direction-selective cells among C-cells in the two cortical areas. In this context, it is noteworthy that the difference in the proportion of direction-selective cells among deep-layer C-cells in areas 17 and 18 almost reached statistical significance at the 5% level.

Ocular Dominance

Like their counterparts in area 17, Group 1 C-cells in area 18 typically received comparable drive through either eye. Table 5.6 shows that this association is stronger when deep-layer Group 1 C-cells are considered separately. Non-sensitive superficial-layer C-cells were equally likely to receive either predominantly monocular or good binocular drive, and only 40% of superficial-layer C-cells in Group 1 received comparable drive through either eye. With one exception (an end-inhibited deep-layer C-cell), C-cells in groups III and IV were strongly dominated by one or other eye. The majority of monocularly-driven cells (78%) were dominated by
the contralateral eye.

Since in area 18, cells with receptive fields within 10% of the area centrals projection are more often monocularly-driven than those with more peripheral receptive fields (Orban, 1984), it is important to establish that the observed difference in ocular dominance distribution of C-cells in different groups does not stem simply from pooling cells with receptive fields in different eccentricity classes. Most C-cells (78%) and the vast majority of those in Group 1 (90%) had receptive fields within the eccentricity range 0-10. In addition, Group 1 C-cells with more peripheral receptive fields (10-18°) all received good binocular drive, whereas 86% of the remaining C-cells with receptive fields in this eccentricity class were strongly dominated by one or other eye. In view of the finding that at least in area 17, the proportion of monocularly-driven cells is highest in regions subserving central vision (0-4°) and declines steeply with eccentricity (Allens, 1975), it should be emphasized that in area 18, a mere 10% of Group 1 C-cells had receptive fields within 5% of the area centrals projection and that Group 1 C-cells comprised only 33% of C-cells with receptive fields in this eccentricity class. On the other hand, among C-cells with receptive fields within 5% of the area centrals projection, Group 1 C-cells received strong binocular drive, whereas all other C-cells were strongly dominated by one or other eye. Indeed, independent of receptive field eccentricity, C-cells in Group 1 received comparable drive through either eye more often than other C-cells.

The range of noise sensitivity of C-cells in area 18 and its association with secondary response properties is illustrated in Fig. 5.2, which shows directional tuning comparisons for noise and bar motion in four C-cells (A-D), each representative of one of groups 1-4. Each pair of directional tuning curves is taken from a series of directional tuning comparisons made in the same cell over a range of velocities. The illustrated directional tuning curves in A and B were compiled using the velocity of motion which evoked the maximum response to moving noise.
Fig. 5.2. Directional tuning of 4 area 18 C-cells (A, B, C, D), representative of
groups I, II, III and IV, for bar and noise motion interleaved (solid and broken
lines respectively). Direction was stepped in 10° intervals. Response magnitude
was derived from PSTHs (4 responses per direction) and expressed as peak fir-
ing frequency (averaged over 3 adjacent bins centred on the bin containing the
highest spike count), subtracted from mean spontaneous activity assessed at the
time each PSTH was compiled. Information about absolute levels of spontaneous
activity is thus lost in these plots. Each pair of directional tuning curves is taken
from a series of directional tuning comparisons, derived over a range of veloc-
ities. The illustrated directional tuning curves in A and B were compiled using
stimulus velocity which evoked the maximum response to moving noise (30 and
55°/sec respectively). Note the range of noise sensitivity of area 18 C-cells and its
association with width of directional tuning and directional sensitivity.
Because of the wide range of effective velocities of cells in area 18, response is expressed not as the mean number of impulses/sweep, but as peak firing frequency (see Methods).

The two C-cells in A and B were noise-sensitive. The Group I C-cell (A) responded preferentially, the Group II C-cell (B) relatively weakly to visual noise moving at the optimal velocity for that stimulus. Though the relative preference of the Group I C-cell for noise and bar motion altered with velocity, the maximum response to each stimulus was of comparable magnitude (not illustrated). The C-cell in A was typical of Group I C-cells in its broad directional tuning for bar motion and direction selectivity. In the non-preferred direction, bar motion evoked a negligible response, while noise motion suppressed spontaneous firing. In contrast, the Group II C-cell (B) was relatively sharply tuned for direction, and showed only weak bias for one of two directions of motion along the preferred axis. In contrast to the Group I C-cells which had high spontaneous activity (12 sp/s) and restricted length summation, the Group II C-cell had relatively low spontaneous activity (2 sp/s) and summation for stimulus length well beyond the borders of the minimum response field.

Compared with the Group I C-cell, the noise-insensitive C-cells in C and D were both relatively narrowly tuned for direction. They lacked spontaneous activity were monocularly-driven and showed substantial length summation. The Group III C-cell was sensitive to the structure in the noise sample and directional tuning for moving noise was ill-defined. The Group IV C-cell was neither excited nor inhibited by moving noise.

5.3.3. B-Cells (15%)

Ten B-cells were recorded in area 18. Four B-cells had receptive field centres between 5–10 of the area centrales projection and the receptive fields of the remaining 6 B-cells were in the range 10–18. Mean B-cell receptive field width for
these eccentricity classes was 1.5° and 2.4°. The receptive fields of noise-sensitive B-cells lay more than 10° from the area centralis projection, and all were wider than those of noise-insensitive B-cells with receptive fields in the same eccentricity class. Of the four noise-sensitive B-cells in area 18, three responded weakly and one responded vigorously to moving noise. The difference in the proportion of noise-sensitive B-cells in area 17 (20%) and area 18 (40%) was not statistically significant. With one exception, area 18 B-cells were recorded in the superficial layers. As a group they had narrow directional tuning (mean width: 68°, range: 20°-100°), low spontaneous activity (mean: 2.5sp/s, range: 0-10sp/s) and tended to be dominated by one or other eye. However, whereas B-cells in groups III and IV were silent in the absence of visual stimulation, noise-sensitive B-cells were all spontaneously active (mean: 4.3sp/s), and the B-cell in Group I had a high resting discharge (40sp/s).

5.3.4. S-Cells (24%)

5 of the 16 S-cells recorded in area 18 had receptive field centres within 5° of the area centralis projection. Eight S-cells had receptive fields in the eccentricity range 5-10°, and the receptive fields of the remaining 5 cells lay between 10-16° of the area centralis projection. Mean receptive field widths for each eccentricity class were 1.2°-2.6° and 2.8°. Like their counterparts in area 17, S-cells in area 18 had zero or low resting discharge, showed substantial length summation, were strongly dominated by one or other eye, and were predominantly direction-selective for bar motion. With the exception of end-inhibited members, S-cells were narrowly tuned for direction of motion (mean width: 57.3°, range: 40-90°). Among area 18 S-cells those responsive to moving noise were unique in being spontaneously active. Their receptive fields lay more than 10° from the area centralis projection.

S-cells having only one receptive field subregion, which would have been classified as complex by Hubel and Wiesel (1962), resembled other S-cells in receptive field properties and were unresponsive to moving noise.
5.3.5. A-Cells

Four A-cells were recorded in area 18, one of which had only a single receptive field subregion. Two A-cells had receptive field centres within 5' of the area centralis projection, and the field centres of the remaining A-cells were in the range ±10. Area 18 A-cells had rather low spontaneous activity (mean 2sp/s), broad directional tuning (mean width 7.5°) and, in common with the A-cell recorded in area 17, were unresponsive to moving noise.

5.4. Variability in Responsiveness to Noise and Bar Motion

Some aspects of the variability in responsiveness to moving noise are worthy of mention. The high short-term response variability in the lightly anaesthetized visual cortex might be expected to influence responses to bar and noise stimuli to a similar extent. Interestingly, however, there were a number of cases of differential variability in the responsiveness of the same cell to noise and bar motion. A minority of cells, preliminarily classified as weakly noise-sensitive, later showed preferential responsiveness to moving noise as evidenced by directional tuning comparisons for noise and bar motion. In addition, it was possible on occasions to selectively improve responsiveness to moving noise by lightening anaesthesia as far as was consistent with satisfactory monitoring criteria of behavioural state. Exceptionally, short-term differential response variability was observed during the time taken to compile a single pair of directional tuning curves. Three examples of such differential variability are illustrated in Fig. 5.3.

Figs 5.3A, B, and C depict in the form of dot raster displays, the on-line registration of neural impulses for three single cells in area 18. The duration of each sequence, which represents responses to forward and reverse sweeps of visual noise and bar stimuli along a common axis for eighteen axes of motion, plus
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Fig. 5.3. Photographs of dot raster displays illustrating extreme examples of short-term differential variability in response to noise and bar motion, during the compilation of a single pair of directional tuning curves, in each of 3 area 18 cells (A, B, C). Each dot represents a single cell spike. Each sequence represents responses to forward and reverse sweeps of visual noise and bar stimuli along a common axis for 18 axes of motion followed by 3 cycles of spontaneous activity. The duration of each sequence is approximately two-and-a-half min. The 3 examples illustrate selective short-term variability in response to moving noise (A) a relatively steeper decline with time in responsiveness to bar motion (B), and in C, an increase in responsiveness to noise motion and a simultaneous decrease in responsiveness to bar motion. The continuous horizontal lines in A represent calibration pulses. In C, compilation of the directional tuning curve was interrupted after the 3rd sequence.
three cycles of resting discharge, is approximately two-and-a-half minutes. In Fig. 5.3A responsiveness to moving noise increases dramatically from sequence one to two, remains constant from sequence two to three, and declines steeply during the fourth sequence. In contrast, the response to the moving bar remains relatively constant throughout the compilation of the directional tuning curve, though there is some indication of a slight improvement in responsiveness with time. In Fig. 5.3B, responsiveness to moving noise remains rather constant after an initial decline from sequence one to two, whereas responsiveness to bar motion declines steeply with time. The most interesting example, however, is that of an increase in responsiveness to noise motion in the face of a simultaneous decrease in responsiveness to bar motion (Fig. 5.3C).

The differential variability in response to bar and noise motion is illustrated not because it represents a feature of the present results but because, apart from underlining the necessity of having a record of short-term, trial to-trial variability, it has important functional implications which will be taken up in Discussion.
CHAPTER 6

DIRECTIONAL TUNING OF CELLS IN AREA 18:
A COMPARISON WITH AREA 17

6.1: Influence Of Velocity On The Directional Tuning Of Cells In Area 17 And Area 18 For Motion Of Visual Noise

6.2: Directional Tuning Comparisons For Motion Of Visual Noise, Bar And Spot Stimuli In Cells With Symmetrical, Asymmetrical And Labile Tuning For Bar Motion

6.3: Quantitative Comparisons Of Broadness And Asymmetry Of Directional Tuning For Bar Motion In Area 17 And Area 18 Cells
6. DIRECTIONAL TUNING OF CELLS IN AREAS 17 AND 18

The present chapter describes results on directional tuning of cells in areas 17 and 18 for motion of a field of static visual noise and for a bar moving against the same stationary noise field as background, with interleaved stimulus presentation. Detailed comparisons of monocular tuning for noise and bar motion were made for the dominant eye receptive field in most cells over a range of velocities. Section 6.1 describes the influence of velocity on directional tuning for noise in area 17 and area 18 cells, classified according to velocity-response functions for bar motion. Section 6.2 is primarily concerned with directional tuning comparisons for noise and bar stimuli in the combined sample of noise-sensitive cells from areas 17 and 18, subdivided according to tuning profile for bar motion. In the most stably-recorded noise-sensitive cells, directional tuning was compared for visual noise for bars of constant width but differing length, and for single spot stimuli moving at the same velocity. Finally section 6.3 describes quantitative comparisons of broadness and asymmetry of tuning for bar motion in area 17 and area 18 cells, subdivided according to noise-sensitivity, bar tuning profile and cell class.

6.1. INFLUENCE OF VELOCITY ON THE DIRECTIONAL TUNING OF CELLS IN AREA 17 AND AREA 18 FOR MOTION OF VISUAL NOISE

6.1.1. Area 17

Twenty-five of the 42 cells recorded in striate cortex were noise-sensitive. Nineteen of these (18 C-cells, 1 B-cell) belonged to Group I and 6 (5 C-cells, 1 S-cell) to Group II. (See Chapter 5 for details of classification procedure). Directional tuning for noise was labile and varied with velocity while, with few exceptions (section 6.2), tuning for bar motion was velocity-invariant (Hammond and Reck, 1980b; Hammond, 1981; Hammond and Smith, 1983).
At low velocities, tuning for noise was typically (22/25 cells) unimodal and skewed away from the preferred direction for bar motion (Figs 6.1A and 6.3A and E). With one exception, tuning was broader for noise than for the bar. This is seen particularly clearly in Figs 6.1A and 6.3A which show directional tuning comparisons for the two stimuli in cells sharply tuned for bar motion. Tuning for noise had a less clearly-defined peak and was broader in terms of width at half-height and the range of effective directions of motion. The broader directional tuning for noise might have been anticipated given the known dependence of tuning width on stimulus length (Henry et al. 1974ab). In this context, it is noteworthy that the single instance of comparable tuning for bar and noise stimuli moving at low velocity reflected exceptionally broad tuning for the bar rather than unusually narrow tuning for noise.

Differences in directional tuning for noise and bar motion became more pronounced at higher velocities. As velocity was increased, tuning for noise either remained unimodal (6/22 cells) with a shift in preferred direction progressively further away from that for bar motion (Fig 6.3A D and E-H) or, more commonly (17/22 cells), became bimodal with a trough of depressed response developing, which corresponded to directions most effective for the bar (Fig 6.1A D and E-H). The degree of bimodality at high velocity varied from a slight inflexion in an otherwise unimodal profile to a complete segregation of the two lobes of tuning. Exceptionally (3/22 cells) noise tuning was strongly bimodal at all velocities used (Fig 6.2A D and E-H). The two lobes in the bimodal tuning curve could be comparable (Fig 6.1C and D) or unequal (Fig 6.1E and H Fig 6.2A D and E-H) in height and width and were typically, though not necessarily, rather symmetrically displaced in terms of direction about the peak in the tuning profile for bar motion.

For a more detailed analysis of the influence of velocity on directional tuning for noise and to allow comparison with results from area 18, the sample of noise-sensitive cells in area 17 was subdivided according to velocity-response functions.
for bar motion. The small number and narrow range of velocities used (typically 4 velocities up to a maximum of 12 / sec) precluded an accurate derivation of velocity-response functions, and response to bar motion was not explored systematically throughout the velocity bandwidth of most cells. The aim was rather to compare over a range of velocities directional tuning for noise with response to bar motion. Velocity tuned (VT) or velocity high pass (VHP) cells (Orban et al. 1981a) were not encountered among those sensitive to noise in area 17. Indeed they are rare among area 17 cells with receptive fields within 10 of the area centralis projection (Orban et al. 1981a).

(a) Velocity Low-Pass (VLP) Cells

The majority of noise-sensitive cells in area 17 (15/25) responded to bar motion only over a narrow range of slow velocities. Response to the bar was vigorous at the lowest velocity used (typically 1-2 / sec), but declined abruptly as velocity was increased. Upper cut-off velocity lay below or just above the 12 / sec maximum tested. Offline generation of PSTHs for bar motion in the preferred direction verified that the observed decline in bar response with velocity was not artefactual, due to the use of mean number of impulses per sec as a response measure in deriving directional tuning curves (see Methods). These cells were thus classified as VLP (Orban et al. 1981a). Preferred velocity was frequently higher for noise than for bar motion, and the range of velocities covered was sufficient to conclude that upper cut-off was invariably higher for noise than for bar stimuli. The noise-sensitive S- and B-cells and 1/3 of the 25 noise-sensitive C-cells had VLP functions for bar motion.

Eleven VLP cells with broad, unimodal tuning for noise at low velocity became progressively more bimodally tuned as velocity was increased. A representative example is illustrated in Fig. 61A D. At the lowest velocity tested (A), tuning for noise was skewed away from the preferred direction for bar motion. Tuning became bimodal at a higher velocity (B), with a trough developing in the vicinity
of the peak in bar tuning, which broadened and deepened as velocity was increased further (C, D), causing the preferred directions for noise to become more disparate and the lobes of tuning almost completely discrete. In this cell, preferred and upper cut-off velocity were obviously higher for noise than for bar motion, and bimodality of tuning developed at a velocity for which noise evoked maximum response. A few VLP cells, however, developed bimodal tuning below the preferred velocity for noise. In VLP cells whose modality of tuning for noise was velocity-dependent, tuning was strongly bimodal at (and commonly below) the 12/sec maximum tested, and could persist above upper cut-off velocity for bar motion. In one VLP cell (Fig. 2A, D), tuning for noise was distinctly bimodal at all velocities used. At the lowest velocity, which was near the optimum for bar motion but below that for noise, two widely spaced preferred directions for noise were separated by a deep trough of depressed response to motion in directions most effective for the bar. As velocity was increased, the intervening trough remained equally deep, but broadened slightly, causing the preferred directions for noise to become more disparate. In VLP cells with bimodal tuning for noise, or in which modality of tuning was velocity-dependent, tuning for noise was broader at high than at low velocity. Noise moving in directions outside the tuning profile determined at low velocity became effective when moving at higher velocities.

Three VLP cells were unimodally tuned for noise motion at all velocities used. In Fig. 3A (D), unimodal tuning persisted above the upper cut-off velocity for bar motion. At low velocity, tuning for noise was skewed away from the preferred direction for the bar. As velocity was increased, the tuning profile for noise shifted progressively further away from the preferred direction for the bar. At the highest velocity tested, response to noise moving in the preferred direction for the bar was negligible, while motion of the bar itself in this direction caused slight suppression of spontaneous activity.
Fig. 6.1. Directional tuning comparisons for noise and bar motion interleaved, at 4 different velocities. In 2 area 17 Group I C-cells, unimodally tuned for noise at low velocity, but progressively more bimodally tuned as velocity is increased. A–D: VLP cell, symmetrically tuned for bar motion. E–H: velocity broad band (VBB) cell, asymmetrically tuned for bar motion. Direction stepped in 10° intervals. 4 responses per direction. Response expressed as mean number of impulses per sec. Spontaneous activity indicated by dotted lines. The 2 pairs of directional tuning curves in each row were derived using the velocity indicated on the extreme right. Note that at a given velocity, bimodality of tuning is more pronounced in the VLP than in the VBB cell (cf. B to E, C to G, D to H). In both cells, preferred direction and broadness of tuning for bar motion are essentially invariant with velocity. Tuning for noise is broader at high than at low velocity. Note the relatively broad tuning for noise at all velocities, particularly in the cell in A–D, which features narrow bar tuning with suppression of firing on both sides of the excitatory profile (most obvious at low velocities), typical of noise-sensitive cells, symmetrically tuned for bar motion (section 6.2). Note that inhibition is maximal for directions less than 90° from the optimum. Such suppression is absent in E–H, which features broad bar tuning characteristic of noise-sensitive cells, asymmetrically tuned for bar motion (section 6.2). Note the broadening of bar tuning and the consistent secondary peak on the flank closest to the preferred direction for noise, also the comparably broad and asymmetrical bar tuning for opposite directions of motion (section 6.2). At a given velocity, modality of tuning for noise is consistent for opposite directions of motion, at high velocity, the profile for noise has 4 lobes, 2 associated with each direction of bar motion. The cell in A–D is direction-selective, both for noise and for bar motion with suppression of firing in the null direction whose magnitude is velocity-dependent for each stimulus. Note that the velocity-dependent changes in magnitude of null suppression do not occur in parallel for the 2 stimuli, also that null suppression caused by bar motion is maximum for directions opposite those which evoke the strongest excitatory response. Note that in the VLP cell (A–D), preferred velocity is clearly higher for noise than for bar motion.
Fig. 6.2. Directional tuning comparisons for noise and bar motion interleaved at 4 different velocities in area 17. Group I C-cells with bimodal tuning for noise. Conventions, derivation and layout as in Fig. 6.1. A-D VLP cell, asymmetrically tuned for bar motion. E-H VBB cell, symmetrically tuned for bar motion. Noise tuning for noise is bimodal in A-D near the preferred velocity for bar motion and below that. For noise motion and in E-H throughout the range of preferred velocities for bar motion, and well below the optimum velocity for noise motion. Noise tuning remains bimodal at all velocities tested, but is broader at high than at low velocities. Preferred direction and broadness of tuning for bar motion are essentially invariant with velocity. In both cells, the lobes of tuning for noise are unequal in height. While in A-D the profile for bar motion is symmetrical with broader tuning on the flank closest to the preferred direction for noise, in E-H bar tuning is symmetrical with suppression of firing on both sides of the excitatory profile, which is maximum for directions less than 90° from the optimum (section 6.2). Suppression is apparent on the sides of both excitatory profiles for the bar (corresponding to opposite directions of motion) which are equally narrow and symmetrical at all velocities. In the asymmetrically tuned cell such suppression is present only for motion in the non-preferred direction in the absence of a response to noise (section 6.2). Note that in the VLP cell (A-D), preferred velocity is higher for noise than for bar motion.
Fig. 6.3. Directional tuning comparisons for bar and noise motion interleaved, at 4 different velocities, in 2 area 17 C-cells with unimodal tuning for noise. Conventions, derivation and layout as in Fig 6.1. A-D Group II VLP cell, symmetrically tuned for bar motion. E-H Group I VBB cell, asymmetrically tuned for bar motion. At low velocity, tuning for noise is relatively broad and skewed away from the preferred direction for the bar. Note particularly in A-D, that as velocity is increased, the profile for noise shifts progressively further away from the preferred direction for bar motion. Preferred direction and broadness of tuning for the bar are essentially invariant with velocity. In A-D, bar tuning is equally narrow and symmetrical for opposite directions of motion, with suppression of firing on both sides of each excitatory profile (corresponding to opposite directions of motion), which is maximal for directions less than 10° from the optimum (section 6.2). In E-H, the profile for bar motion in the preferred direction is asymmetrical, with broader tuning on the flank closest to the preferred direction for noise. In the non-preferred direction, in the absence of a response to noise, bar tuning is narrower and more symmetrical, with suppression of firing on both sides of the excitatory profile (section 6.2). Note that in A-D, tuning for noise remains unimodal beyond the upper cut-off velocity for bar motion.
(b) Velocity Broad-Band (VBB) Cells

The remaining 10 motion-sensitive cells in area 17 gave a response to bar motion of comparable strength over the range of velocities used (typically 2-12/sec) and were classified as velocity broad-band (VBB) (Orban et al., 1981). Upper cut-off velocity clearly lay well beyond the maximum 12/sec tested, while qualitative testing established that response to bar motion did not decline substantially at velocities below those used for deriving directional tuning curves. While VLP cells were predominant among motion-sensitive C-cells with central receptive fields, 11 VBB cells were more common (7, 12) among those with receptive fields in the range 5-10.

VLP and VBB cells showed comparable alterations in tuning for noise with change in velocity. Thus, the majority of VBB cells (7) were unimodally tuned for noise at low velocity, but became progressively more bimodally tuned as velocity was increased, a trough of depressed response to noise moving in directions optimal for bar separation two progressively more widely disparate preferred directions. There were, however, two important differences between VLP and VBB cells with velocity-dependent modality of tuning for noise. First, in VBB cells tuning became bimodal at velocities for which bar motion evoked the maximum or near maximum response (Fig. 2.1G), whereas in VLP cells bimodality in tuning developed when the bar response was on the decline (Fig. 2.1B). Second, at a given velocity, VLP cells were characteristically more strongly bimodally tuned for noise than were VBB cells (compare in Fig. 11 B with C) with (C, D with H). Indeed, in one VBB cell, the tuning profile for noise showed no more than a slight inflexion at the 12/sec maximum tested. Only one VBB cell had two discrete lobes of tuning for noise moving at high velocity, typical of VLP cells. This was one of the two VBB cells in which tuning was distinctly bimodal at the lowest velocity used, well below the preferred velocity for noise (Fig. 22, H). In VBB cells with bimodal tuning for noise, or in which modality of tuning was velocity-dependent, noise-tuning was frequently broader at high than at low velocities.
Directional tuning comparisons for noise and bar motion in the remaining VBB cell are shown in Fig. 6.3 E-H, in which it can be seen that tuning for noise was unimodal at all velocities tested. Preferred directions for noise and bar motion were dissimilar at the lowest velocity used, well below the optimum velocity for noise, though differences in tuning for bar and noise stimuli became more pronounced as velocity was increased.

6.1.2. Area 18

Of the 68 cells recorded in area 18, 30 were noise-sensitive. Twenty-two of these 20 C-cells, 1 B-cell, and 1 S-cell belonged to Group I, and 6 C-cells, 3 B-cells, and 1 S-cell to Group II. As in area 17, directional tuning for noise was labile and varied with velocity in every cell. In considering the influence of velocity on directional tuning for noise, the sample of area 18 cells was subdivided according to velocity-response functions for bar motion. Directional tuning curves for area 18 cells, in which response was expressed as peak firing frequency, yielded a realistic measure of bar response at different velocities. However, since directional tuning comparisons in each cell were made at a maximum of five velocities, typically over a tenfold range, precise velocity-response curves for bar motion could not be derived. The number and range of velocities covered, however, was sufficient to classify most noise-sensitive cells in area 18 as VBR, VT, or VHP (Orban et al., 1981b). VLP cells were not encountered in area 18, and indeed they are virtually absent in this area (Orban et al., 1981b). In 4 cells, the number of velocities at which directional tuning curves were derived was insufficient for unequivocal assignment to one of the above classes.

(a) Velocity Broad-Band (VBB) Cells

VBB cells in area 18 responded to bar motion over a wide range of velocities but had no clear optimum velocity. Since stimulus excursion always exceeded minimum response field width and maximum sweep time was brief, responses
to very slow velocities could not be tested quantitatively. VBH cells responded vigorously to bar motion at the lowest velocity used for deriving directional tuning curves (7.10°/sec), and qualitative testing established that the response did not decline substantially at lower velocities. Response remained rather constant up to 25°/sec but declined steeply thereafter. Thus in the present samples, there was some indication that VBH cells in area 18 had a wider range of preferred velocities than their counterparts in area 17. This may reflect the receptive field eccentricities at which VBH cells were encountered in the two areas: no VBH cell in area 17, but almost half of those in area 18 had receptive fields more than \(10^\circ\) from the area centralis projection. Although most VBH cells responded both to bar and to noise motion at the highest velocity used, the range of velocities covered was sufficient to conclude that upper cut-off was characteristically higher for noise than for bar motion.

Of the 111 VBH cells recorded in area 18, 8 showed broad unimodal tuning for noise at low velocity. One of these was unimodally tuned at all velocities used (not illustrated), while in the remaining 7 cells tuning became progressively more bimodal as velocity was increased, with progressive separation of the two peaks and deepening of the intervening trough (Fig 6.4A E). These cells were more broadly tuned for noise at high than at low velocities. Bimodality of tuning developed at one of the preferred velocities for bar motion, and frequently below the velocity optimum for noise, but was most pronounced at high velocities when the response to both stimuli was on the decline. In all but one VBH cell with velocity-dependent modality of tuning, the profile for noise moving at velocities near \(12^\circ/\text{sec}\) (the highest velocity used for deriving tuning curves in area 17 cells) showed only a slight inflexion in the vicinity of the peak in bar tuning (Fig 6.4H). The exception was unimodally tuned for noise at \(12^\circ/\text{sec}\) but bimodally tuned at higher velocities. Thus VBH cells in area 18 became strongly bimodally tuned for noise at higher velocities than their counterparts in area 17 (compare Figs 6.4A E, 6.4A H, and 6.1E, H), and at much higher velocities than VLP cells in area 17 (compare Figs 6.4A E and 6.4A D).
Fig. 6.4. Directional tuning comparisons for bar and noise motion interleaved (solid and broken lines respectively), at 5 different velocities, in each of 2 area 18 YBB Group 1 C-cells (A-E and F-J). Direction stepped in 10° intervals. Response magnitude derived from PSTHs (4 responses per direction) and expressed as peak firing frequency (averaged over 3 adjacent bins centred on the bin containing the highest spike count) subtracted from the mean spontaneous activity (thin continuous horizontal lines) assessed at the time each PSTH was compiled in A-E tuning for noise is unimodal at low velocity but becomes progressively more bimodal as velocity is increased. Note that bimodality in tuning for noise develops at one of the preferred velocities for bar motion and below the optimum velocity for noise, but is most pronounced at higher velocities when the response to both stimuli is on the decline. Tuning for bar motion is asymmetrical preferred direction and broadness of tuning being essentially invariant with velocity. The major lobe in the bimodal tuning curve for noise moving at high velocity (D. E) coincides with the broader flank of bar-tuning (section 6.2). In F-J, noise tuning is distinctly bimodal at all velocities and below the optimum velocity for noise. The two lobes of tuning for noise are unequal in strength. Tuning for the bar is asymmetrical in terms of half-width at half-height, but has a drawn-out tail to the left of the peak which coincides with the major lobe of noise tuning (section 6.2). Note in both cells the broader tuning for noise at high than at low velocities the dissimilar tuning profiles for noise moving in opposite directions and the broad directional tuning for bar motion characteristic of noise-sensitive cells with asymmetrical bar tuning.
Two VBB cells were strongly bimodally tuned for noise at all velocities used and thus throughout the range of preferred velocities for bar motion. One of these is shown in Fig. 4.6, in which it can be seen that tuning was distinctly bimodal well below the preferred velocity for noise, though the two peaks became slightly more disparate as velocity was increased.

(b) Velocity Tuned (VT) Cells

Eleven noise-sensitive cells recorded in area 18 were classified as VT. Responses to bar motion declined steeply on both sides of the optimum velocity. Velocity optima ranged from 15-41 sec, though the small number of velocities at which directional tuning curves were derived precluded a precise determination of preferred velocity. That VT cells with lower preferred velocities (Orban et al 1984) were not encountered among noise-sensitive cells in area 18 may be partially due to the fact that the majority (9/11) had receptive fields more than 5 from the area centralis projection for the optimum velocity of tuned cells increases with receptive field eccentricity (Orban et al 1984). Even for measurements made at a small number of velocities, some VT cells had obviously higher preferred velocities for noise than for bar motion (Fig. 4.7). Others showed a steeper decline in response to bar than to noise motion as velocity was increased above the optimum. Although most VT cells gave some response to both stimuli at the highest velocity tested, the number and range of velocities covered was sufficient to conclude that upper cut-off was invariably higher for noise than bar motion.

Six VT cells had broad, unimodal tuning for noise at low velocity. Five of these became progressively more bimodally tuned as velocity was increased. A typical example is shown in Fig. 4.2 C-E, in which it can be seen that tuning for noise developed a slight inflexion below the optimum velocity for bar and for noise motion (C), was unequivocally unimodal at the preferred velocity for the bar (D), but more strongly unimodal at the highest velocity used (E) when the bar response was on the decline. In a high proportion (5/11) of VT cells, tuning for noise was
Fig. 6.5. Directional tuning comparisons for bar and noise motion interleaved at 5 different velocities, for each of 3 area 18 VT Group 1 cells (A E, F J, K O). Conventions and derivation as in Fig 6.4. In A E, tuning for noise is unimodal at low velocity, but becomes progressively more bimodal as velocity is increased. Note that bimodality of tuning develops below the optimum velocity for bar and for noise motion. In F J, tuning for noise is unimodal and preferred directions for noise and bar motion are radically dissimilar at all velocities. Tuning for noise is asymmetrical at low-to-medium velocities (with broader tuning on the flank closest to the preferred direction for the bar, but much more symmetrical at high velocities. Note the shift with velocity in the profile for noise progressively further away from the preferred direction for the bar. Preferred direction and broadness of tuning for bar motion are essentially invariant with velocity. The tuning profile is asymmetrical with broader tuning on the flank closest to the preferred direction for noise (section 6.2). In K O, tuning for noise is bimodal at the lowest velocity used below the preferred velocity for bar and for noise motion. Bimodality of tuning becomes more pronounced as velocity is increased and persists above cut-off velocity for the bar. In A E and K O, bar tuning is symmetrical, preferred direction and broadness of tuning being essentially invariant with velocity. Note the narrow bar tuning and suppression of firing on both sides of the excitatory profile (section 6.3). In K O, the tuning profiles corresponding to preferred and opposite directions of bar motion are equally narrow and symmetrical at all effective velocities. Tuning for noise has 4 lobes, 2 associated with each direction of bar motion. In contrast, note that in A D, modality of tuning for noise is different for opposite directions of motion. The cell in F J gives a negligible response to bar motion in the non-preferred direction, but at high velocities is completely direction-selective for noise. Null suppression would not have been apparent in this cell, since it lacked spontaneous activity.
bimodal at the lowest velocity tested (6.8/sec). In one of these, the two lobes of tuning for noise were almost completely discrete throughout the range of velocities used. In others, of which a representative example is shown in Fig. 6.5. O, tuning was distinctly bimodal at the lowest velocity tested but more strongly bimodal at high velocities when the response to the bar was on the decline. Indeed this cell had two discrete lobes of tuning for noise with widely disparate peaks above the upper cut-off velocity for bar motion (0.5). The intervening trough of depressed response to noise spanned the range of directions for which the bar evoked excitation when moving at lower velocities.

Directional tuning comparisons for the remaining VT cells are shown in Fig. 6.5 F, J in which it can be seen that tuning for noise remained essentially unimodal at all velocities although there was a slight consistent inflexion (at 240°) in the profile determined at low velocities (F. H). Preferred directions for noise and bar motion were radically dissimilar at the lowest velocity used below the optimum for the bar and well below that for noise. With increase in velocity the profile for noise shifted progressively further away from the preferred direction for bar motion. It was distinctly asymmetrical at low velocities, with broader tuning on the flank closest to the preferred direction for the bar but more symmetrical at higher velocities.

(c) Velocity High-Pass (VHP) Cells

Only 7 noise-sensitive cells in area 18 had VHP functions for bar motion. Bar response was weak or absent at the lowest velocity tested increased with velocity up to some maximum value and remained relatively constant thereafter. The low proportion of VHP cells among those sensitive to noise could be attributed primarily to the receptive field eccentricities of noise-sensitive cells recorded in area 18. VHP cells are associated with the C and A families (Orban et al. 1981a) A-cells however were recorded infrequently and were noise-insensitive. The majority of noise-sensitive C-cells had receptive fields within 10° of the area centralis projec-
ion, whereas VHP cells are rare in area 18 subserving central vision (Orban et al., 1981a). They are the predominant cell type among cells with receptive fields more than 10° from the area centralis projection, where the receptive fields of only 3 noise-sensitive C-cells had two of these had VHP functions. Moreover, according to Orban et al. (1981a), VHP cells in area 18 are encountered predominantly in the superficial layers, while in the present sample of noise-sensitive C-cells those from the deep-layers were in the majority. As far as could be ascertained from measurements made at a limited number of velocities, the velocity-response functions and saturation velocities were similar for noise and bar motion in all VHP cells.

In two VHP cells, tuning for noise was broad and unimodal at low velocity, but became progressively more bimodal as velocity was increased with progressive separation of the two preferred directions and deepening of the intervening trough (Fig. 6.6 A,E). Bimodality of tuning developed at a higher velocity in these cells than in all others whose modality of tuning was velocity-dependent but well below the velocity which evoked the maximum response. Two VHP cells were bimodally tuned for noise at all velocities used. The most interesting VHP cell was strongly bimodally tuned for noise below the velocity threshold for bar motion (Fig. 6.6 K,O). At low velocity the two widely spaced discrete lobes of tuning for noise were separated by a trough corresponding to the most effective directions for the bar when moving at higher velocities. However, the relative response to noise moving in the preferred direction for the bar (compared with the maximum response) improved at intermediate velocities (L, M) and only as velocity was increased further (N, O) did the intervening trough broaden and deepen, causing the two preferred directions to become more disparate. Bimodality in tuning was thus more pronounced at low and at high velocities. In VHP cells with bimodal tuning for noise, in which modality of tuning was velocity-dependent tuning for noise was broader at high than at low velocity.

The remaining VHP cell had a single preferred direction for noise which was rad
Fig. 6.6. Directional tuning comparisons for bar and noise motion interleaved at 5 different velocities in each of 3 V1 HC-group 1 cells. Conventions and derivation as in Fig. 6.4. In A-E tuning for noise is unimodal at low velocity, but becomes progressively more bimodal as velocity is increased. Note that tuning is strongly bimodal well below the preferred velocity for bar and noise motion. The cell in F has a unique preferred direction for noise which is radically different from that for the bar at all velocities. Preferred direction and breadth of tuning for bar motion are essentially invariant with velocity, the profile being asymmetrical with broader tuning on the flank closest to the preferred direction for noise (section 6.2). The profile for noise is asymmetrical at low-to-medium velocities (with broader tuning on the flank closest to the preferred direction for the bar), but rather symmetrical at high velocity. In K0 directional tuning is strongly bimodal below the threshold velocity for bar motion, and well below the preferred velocity for noise. Bimodality of tuning obtains at all velocities but is most pronounced at low and high velocities. In A E and K 0 directional tuning for bar motion is labile. Note the variation with velocity in the tuning profile for the bar and its association with velocity-dependent changes in tuning for noise (section 6.2). Also, the velocity-dependent changes in magnitude of null suppression for noise. All 3 cells have similar velocity response functions and preferred velocities for noise and for bar motion.
sively different from that for the bar at all velocities used (Fig 6E-J). At low- to-medium velocities (E-H), the profile for noise was asymmetrical with broader tuning on the flank closest to the preferred direction for the bar. At high velocity (J), the response to noise moving in the preferred direction for the bar was negligible and tuning was much more symmetrical.

(d) Unclassified Cells

In 4 noise-sensitive cells in area 18, the number of velocities at which directional tuning curves were derived was too small to allow unambiguous classification on the basis of velocity-response functions. In 3 of these, tuning for noise was unimodal at the lowest velocity used, but became bimodal as velocity was increased, in the face of an improvement in response both to bar and to noise motion.

6.1.3. Directional Bias For Noise And For Bar Motion

Thirty-three of the 54 noise-sensitive cells in areas 17 and 18 gave a response to bar motion in opposite directions along a common axis, though in 14 of these the response to bar motion in the non-preferred direction was negligible. Eight cells in the latter group (Figs 6, A, D, O, A, E) and 12 cells directionally biased for bar motion (Figs 6, E, H, 6, E, H) were completely direction-selective for noise. Eight of these showed suppression of firing to noise moving in the non-preferred (null) direction; the magnitude of null-suppression was velocity-dependent. The remaining 20 cells were direction-biased or bidirectional for noise. In eleven of these, modality of tuning for noise at a given velocity was consistent for opposite directions of motion i.e., a single lobe or a pair of lobes associated with each direction of bar motion. Modality of noise tuning either remained constant with velocity (Figs 6, A, D, 6, A, H, O) or was velocity-dependent, with the transition from unimodal to bimodal tuning occurring at the same velocity for opposite directions of motion (Fig 6, E, H). In 20 cells, modality of noise tuning was different
for opposite directions of motion, at least at some velocities. Typically, in the preferred direction, unimodal tuning for noise gave way to bimodal tuning as velocity was increased, while in the non-preferred direction, tuning remained unimodal at all velocities (Figs. 6.4A E, 6.5A E).

Twenty-two noise-sensitive cells were completely direction-selective for bar motion, 10 with null suppression. Sixteen of these were in addition completely direction-selective for noise. 15 with null suppression. Six cells showed suppression of firing to noise but not to the bar moving in the non-preferred direction (Figs. 6.4K O, 6.5A D) while both stimuli evoked null suppression in 6 cells (Figs. 6.4A D, 6.5E I). The presence or absence and magnitude of null suppression was velocity-dependent for each stimulus. For the bar it was strongest at velocities for which motion in the preferred direction evoked the maximum response (Fig. 6.4A D). This was also generally the case for noise (Fig. 6.4K O, 6.5A D and E I), though in some cells magnitude of null suppression seemed to be associated with the total area under the directional tuning curve, rather than with the response to motion in the preferred direction. The velocity-dependent changes in magnitude of null-suppression frequently did not occur in parallel for noise and for bar motion. Exceptionally the influence of velocity on magnitude of null-suppression was opposite for the two stimuli (Fig. 6.4A D). For the bar null-suppression was commonly maximal for motion in directions opposite those which evoked the best excitatory response (Fig. 6.4A D). Six cells completely direction-selective for bar motion were direction-based or bidirectional for noise. In 6 of these modality of tuning for noise moving at high velocities was different for opposite directions of motion (Fig. 6.4F I).
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6.2. DIRECTIONAL TUNING COMPARISONS FOR MOTION OF VISUAL NOISE, BAR AND SPOT STIMULI IN CELLS WITH SYMMETRICAL, ASYMMETRICAL AND LABILE TUNING FOR BAR MOTION

For detailed comparisons of directional tuning for motion of noise, bar and single spot stimuli, the sample of noise-sensitive cells was subdivided according to directional tuning profile for bar motion. Preferred direction and half-widths of tuning at half-height were determined where appropriate by approximating the flanks of tuning with two straight lines fitted by eye (Hammond and Andrews 1978). This procedure proved particularly suitable for narrowly tuned cells but in many others provided a poor fit to the data. Some cells were rather symmetrically tuned in terms of tuning. In addition, even though the span of tuning was coarse in the present derivations, the tuning profiles for bar motion in many cells had decidedly rounded peaks. This was not due to response saturation since similar bar tuning profiles obtained when tuning curves were compiled at non-optimal velocities. Thus straight lines were fitted to the data points when the fit was good but otherwise smooth curves were fitted by eye (DeValois et al. 1982).

6.2.1. Distribution Of Noise-Sensitive Cells With Symmetrical, Asymmetrical And Labile Bar Tuning In Areas 17 And 18

A breakdown of noise-sensitive cells in areas 17 and 18 according to bar tuning profile is given in Table 6.1., in which it can be seen that almost one half were asymmetrically tuned. Asymmetrically tuned cells had at all velocities a ratio of half-widths at half-height greater than 1.2 (Figs. 6.1E, H, 6.2A, D, 6.3F, H, 6.4A, E, 6.5F, J, 6.6F, J) or a drawn-out tail on one flank of tuning (Fig. 6.4F, J). Fewer than a third of noise-sensitive cells were symmetrically tuned for bar motion at all velocities. In approximately a quarter, bar tuning was labile and varied.
<table>
<thead>
<tr>
<th>AREA 17</th>
<th>SYMMETRICAL</th>
<th>ASYMMETRICAL</th>
<th>LABILE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROUP I</td>
<td>3 (16)</td>
<td>11 (58) [1B]</td>
<td>5 (26)</td>
</tr>
<tr>
<td>GROUP II</td>
<td>5 (83) [15]</td>
<td>1 (17)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>8 (32)</td>
<td>12 (48)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>AREA 18</td>
<td>SYMMETRICAL</td>
<td>ASYMMETRICAL</td>
<td>LABILE</td>
</tr>
<tr>
<td>GROUP I</td>
<td>4 (18) [1B]</td>
<td>9 (41) [15]</td>
<td>9 (41)</td>
</tr>
<tr>
<td>GROUP II</td>
<td>5 (62.5) [28, 15]</td>
<td>3 (37.5) [18]</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>9 (30)</td>
<td>12 (40)</td>
<td>9 (30)</td>
</tr>
<tr>
<td>TOTAL</td>
<td>17 (31)</td>
<td>24 (44)</td>
<td>14 (25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55</td>
</tr>
</tbody>
</table>
Table 6.1. Distribution of Group I and Group II (noise-sensitive) cells in areas 17 and 18 according to directional tuning profile for bar motion. (See text for definition of symmetrical, asymmetrical and labile bar tuning). The great majority of cells belong to the C family; numbers of S- and B-cells are indicated in square brackets. Figures in parentheses are percentages of totals in the right-hand column.
with velocity. The proportions of cells in areas 17 and 18 with symmetrical, asymmetrical and labile bar tuning were broadly similar. In both areas, only Group I C-cells had labile tuning for bar motion. Cells with labile bar tuning formed a higher proportion of Group I cells in area 18 than in area 17, though this difference was not statistically significant. Areas 17 and 18 contained an almost identical proportion of noise-sensitive cells with symmetrical bar tuning, though many of those in area 18 belonged to the B- and S families. Group II contained a significantly higher proportion of cells with symmetrical bar tuning (71%) than did Group I (16%) (Chi-squared, P < 0.001). Noise-sensitive, asymmetrical tuning cells belonged predominantly (82%) to Group I, though the difference in the proportions of Group I (40%) and Group II (20%) cells with asymmetrical bar tuning did not reach statistical significance. However, among cells with velocity invariant bar tuning, those with asymmetrical and those with symmetrical tuning were predominant in Groups I and II respectively. These differences were statistically significant (Chi-squared, P < 0.02).

6.2.2. Directional Tuning Comparisons in Noise-Sensitive Cells for Motion Of Visual Noise, Bar And Spot Stimuli

The results on directional tuning comparisons for noise bar and single spot stimuli in area 17 and area 18 cells were broadly similar and will be described together.

(a) Symmetrically Tuned Cells

Noise-sensitive, symmetrically tuned cells had conspicuously narrow directional tuning for bar motion (section 6.1 Table 6.2). In spontaneously active cells, suppression of firing was seen on both sides of the excitatory profile (Figs 6.1A, 6.2E, H, 6.3A, D, 6.5A, E, 6.7A). Inhibition was commonly maximal for directions less than 90 degrees from the optimum, and typically most pronounced at low velocities. Tuning was broader for noise than for bar motion at all velocities. Thus, a feature of directional tuning comparisons in symmetrically tuned cells was
the excitation evoked by noise moving in directions for which bar motion caused inhibition. Noise-sensitive cells with symmetrical bar tuning could be unimodally (Fig 6.3A-D) or bimodally (Figs. 6.2E, H, 6.5K-O) tuned for noise at all velocities used, or alternatively unimodal tuning at low velocity could give way to bimodal tuning as velocity was increased (Figs. 6.1A-D). When noise tuning was bimodal the two lobes could be comparable (Figs. 6.1C and D; 6.5D and E) or unequal (Fig. 6.2E,H) in strength. The suppression of spontaneous activity on both sides of the excitatory profile was usually weak or absent at right angles to the preferred direction. Occasionally a small secondary peak was seen in this region which did not seem to be related to the tuning profile for noise; it was sometimes present outside the range of effective directions for noise (Fig. 6.7A) and was seen in some symmetrically tuned cells which were insensitive to noise.

In 8 noise-sensitive, symmetrically tuned cells (3 in area 17, 5 in area 18) in which directional tuning comparisons for noise and bar motion had been made over a range of velocities, tuning curves were derived. In addition, for motion of visual noise and single spot stimuli interleaved. Tuning curves were compiled using a velocity at which preferred directions for noise and bar motion were radically dissimilar. In Fig 6.7A,B which shows directional tuning comparisons for noise, bar and spot stimuli moving at 8°/sec in an area 17 Group 1C cell lacking substantial length summation, noise tuning was bimodal with two peaks of unequal height separated by a trough of depressed response spanning the range of response directions for the bar. Bar tuning was narrow with suppression of firing on both sides of the excitatory profile. Such suppression was absent in the tuning profile for the spot, which was substantially broader than that for the bar. The preferred directions for the two stimuli were, however, the same. Comparable results obtained in all 8 noise-sensitive, symmetrically tuned cells in which the above comparisons were made, including those unimodally tuned for noise, and those bimodally tuned with lobes of similar strength. Cells showing substantial length summation had similar preferred directions for spot and bar motion, but the peak in tuning for the spot was less well-defined than in cells lacking length summation.
Fig. 6.7.

A-B Comparison of directional tuning for visual noise, and for bar and single-spot stimulus (dimensions in parentheses) in the same area 17 noise-sensitive C-cell with symmetrical tuning for bar motion and lacking substantial length summation. Minimum response field length 2.8. Simultaneously-derived pairs of directional tuning curves for noise and bar motion (A) and for noise and spot motion (B) with interleaved presentation of each stimulus in a pair. Direction stepped in 10 intervals. 4 responses per direction; response expressed as mean number of impulses per spontaneous activity indicated by dotted lines; velocity 8 sec. Arrow in B indicates the preferred direction of the same cell for bar motion (A lower function). Note that tuning is broader for the spot than for the bar but that preferred directions for the two stimuli are similar and radically different from the preferred direction for noise.

C-E Comparison of directional tuning for motion of visual noise (broken lines in each function) and for bars of constant width but different length (solid lines; dimensions in parentheses) in the same area 17; Group 1 C-cell with asymmetrical tuning for motion of a long bar and lacking substantial length summation. Minimum response field length = 2. Direction stepped in 10 intervals. Response magnitude derived from PSTH's (4 responses per direction) and expressed as peak firing frequency (averaged over 3 adjacent bars centered on the bin containing the highest spike count) subtracted from the mean spontaneous activity (thin, continuous, horizontal lines) assessed at the time each PSTH was compiled. Simultaneously-derived pairs of directional tuning curves for moving visual noise interleaved with motion of a long bar (C), a short bar (D), and a spot (E). Each pair of tuning curves was derived using the same velocity (37 sec). Arrows in D and E indicate preferred direction of the same cell for motion of a long bar (A). Tuning is broader for the short than for the long bar, but preferred directions for the two stimuli are similar and radically different from the preferred direction for noise. Note, however, that the shift in preferred direction for the spot away from that for the bar towards the major lobe of tuning for noise.
Nine noise-sensitive, symmetrically tuned cells were directionally biased or bidirectional for bar motion. In these cells, bar tuning was always symmetrical and comparably broad for opposite directions of motion irrespective of whether noise-evoked excitation when moving in only one (Fig. 2E H) or in both directions (Figs. 6 A-D, 8 K-C) along a common axis. Suppression of spontaneous activity was seen on both sides of each excitatory profile for the bar corresponding to opposite directions of motion.

(b) Asymmetrically Tuned Cells

Directional tuning for bar motion in noise-sensitive, asymmetrically tuned cells was characteristically broad (section 6.3. Table 6.2) and frequently lacked the suppression of firing on the sides of the excitatory profile (e.g., Fig. 6 E H, 6.7C) typical of noise-sensitive cells with symmetrical bar tuning. Such suppression would have been apparent in most noise-sensitive, asymmetrically tuned cells since they were predominantly Group 1 cells with high spontaneous activity. Occasionally, suppression was seen only on the sharper of the two flanks of tuning (Figs. 2 E, J, 6 F, J), or over a greater range of directions on this flank (Fig. 6 A, E). In such cases, suppression was strongest at low velocities.

In noise-sensitive cells asymmetrically tuned for bar motion, tuning for noise could remain unimodal (Figs. 2 E H, 3 E J, 2 F J, 6 F J) or bimodal (Figs. 2 A D, 6 F J) throughout the range of velocities used or alternatively, unimodal tuning could give way to bimodal tuning as velocity was increased (Figs. 2 E H, 4 A E). When tuning was unimodal, preferred directions for noise and bar motion were dissimilar and bar tuning was broader on the flank closest to the preferred direction for noise. When noise tuning was bimodal, the two lobes were unequal in height or width and bar tuning was broader on the flank closest to the major lobe of tuning for noise. Broadening of bar tuning on the flank closest to the preferred direction for noise has been previously reported for asymmetrically tuned area 17 complex cells with good noise sensitivity (Hammond 1976). Hammond.
and Smith, 1983) The present results show that the relationship between the tuning profiles for bar and noise motion in asymmetrically tuned cells also obtains in area 18. Exceptionally asymmetrically tuned cells had a single preferred direction for noise at low velocity which was not obviously different from that for the bar. As velocity was increased, noise tuning became strongly bimodal with lobes of unequal strength. In such cases the major lobe of tuning for noise at high velocity coincided with the broader flank of bar tuning (Fig. 6A–E).

In 10 noise-sensitive, asymmetrically tuned cells (3 in area 17, 7 in area 18) for which directional tuning comparisons had been made for motion of visual noise and a long bar over a range of velocities, tuning curves were also derived for moving noise and moving spot stimuli interleaved. In 6 cells (2 in area 17, 4 in area 18) tuning was compared in addition for noise and for a bar short with respect to minimum response field length. For the above comparisons, tuning curves were compiled using a velocity at which preferred directions for noise and a long bar were radically dissimilar. In Fig 6C–E, which shows directional tuning comparisons for visual noise, for short and long bars, and for single spot stimuli in an area 18 cell lacking substantial length summation, tuning for noise was bimodal with lobes of unequal strength. The profile for both long and short bars was asymmetrical, with broader tuning on the flank closest to the major lobe of tuning for noise. Tuning was broader for the short than for the long bar, but the preferred directions for the two stimuli were similar and radically different from the preferred direction for noise. Tuning for motion of the spot and the short bar was comparably broad, but the preferred direction for the spot shifted by 40° away from that for the bar towards the major lobe of tuning for noise. The shift in preferred direction for spot stimuli obtained in all 10 noise-sensitive, asymmetrically tuned cells in which the appropriate tuning comparisons were made, including those which were unimodally tuned for noise at all velocities, and those showing substantial length summation.

Eight asymmetrically tuned cells were directionally biased or bidirectional for bar
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motion In 3 of these, bar tuning for motion in opposite directions along a common axis was comparably broad and asymmetrical and modality of tuning for noise was consistent for opposite directions of motion (Fig 6.1E, H). In 3 cells which were direction-selective for noise (Fig 6.3E, H) bar tuning was narrower and more symmetrical for motion in the non-preferred than in the preferred direction. Exceptionally bar tuning in the non-preferred direction was labile: the variations in width and profile being related to velocity-dependent changes in tuning for noise (Figs 6.5F, J, 6.6F, J). Differences in width of tuning for opposite directions of bar motion were observed in both symmetrically (Fig 6.5A, E) and asymmetrically (Figs 6.2A, D, 6.4A, E, 6.5F, J) tuned noise-sensitive cells which were essentially direction-selective, but gave a negligible response to bar motion in the non-preferred direction. However, among cells directionally biased or bidirectional for bar motion, differences in bar tuning for opposite directions of motion were seen only in noise-sensitive asymmetrically tuned cells, bidirectional or directionally biased cells asymmetrically tuned for bar motion but noise-insensitive all had comparably broad and asymmetrical tuning for opposite directions of bar motion.

(c) Labile Directional Tuning For Bar Motion

An unexpected feature of the present results was the high proportion of cells with directional tuning for bar motion which was labile and varied with velocity. Five cells showed a reversal in the direction of asymmetry in tuning for bar motion as velocity was increased (Fig 6.6K, O). Seven cells had broader and more asymmetrical bar tuning at high than at low velocities (Fig 6.4A, E). In 4 of these bar tuning was symmetrical at low velocity but markedly asymmetrical at higher velocities (Fig 6.8A, D). Exceptionally (2 cells) the preferred direction for bar motion changed as velocity was increased (Fig 6.8E, J). None of these variations in bar tuning could be ascribed to deepening of anaesthesia (Ikeda and Wight 1974) or to deterioration of the preparation. They seemed rather to be associated with velocity-dependent changes in directional tuning for noise.
Two examples of labile directional tuning for bar motion have already been illustrated in Fig. 68. In A, E, bar tuning was broader and more asymmetrical at high than at low velocities. With increase in velocity, tuning for noise became strongly bimodal with widely disparate peaks of unequal height. Bar tuning initially remained constant as velocity was increased but at the highest velocities used, there was an increase in the range of response directions on the flank to the right of the peak which coincided with the major lobe of tuning for noise. The cell in K-O showed a reversal in the direction of asymmetry in tuning for bar motion which was related to the velocity-dependent changes in the relative size of the two lobes in the bimodal tuning curve for noise.

Fig. 68 shows two examples of more radical changes in tuning for bar motion as a function of velocity. Bar tuning in the area 17 VBb cell in A-D was narrow and symmetrical at low velocity with suppression of firing on both sides of the excitatory profile. Tuning became progressively broader and more asymmetrical with velocity due to an increase in the range of response directions on the flank to the right of the peak. Over the same velocity range, there was a steep increase in the response to noise moving in directions corresponding to the broader flank of bar tuning. E-I shows an area 18 VIHP cell with different preferred directions for bar motion at low and at high velocities. At low velocities (E-F), bar tuning was symmetrical and preferred directions for bar and noise motion were not obviously dissimilar. At a higher velocity (G-I), the tuning profile for the bar became asymmetrical with broader tuning on the flank closest to the preferred direction for noise, which was now radically different from that for the bar. At the highest velocities used (H-I), noise tuning was distinctly bimodal with lobes of unequal strength and the preferred direction for the bar shifted by 20° towards the major lobe of tuning for noise.
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Fig. 6.8. Directional tuning comparisons for noise and bar motion over a range of velocities. In 2 Group 1 C-cells with labile tuning for bar motion: A, D an area 17 VBB cell with narrow, symmetrical bar tuning at low velocity but broad, asymmetrical tuning at high velocities. Conventions and derivation as in Fig 6.1. Note that the progressive increase with velocity in width and asymmetry of tuning is associated with velocity-dependent changes in tuning for noise. E, I are area 18 VHP cells with different preferred directions for bar motion at low and high velocities. Conventions and derivation as in Fig 6.1, except that arrows in E and I indicate preferred direction in the same cell for bar motion at lower velocities (E, G). Note that at high velocity, the peak in tuning for bar motion shifts towards the major lobe in the bimodal tuning curve for noise.
6.3. QUANTITATIVE COMPARISONS OF BROADNESS AND ASYMMETRY OF DIRECTIONAL TUNING FOR BAR MOTION IN AREA 17 AND AREA 18 CELLS

6.3.1. Quantitative Comparisons Of Broadness And Asymmetry Of Directional Tuning For Bar Motion In C-Cells. According To Noise Sensitivity And Bar Tuning Profile

Quantitative comparisons of broadness and asymmetry of directional tuning in C-cells according to noise sensitivity and bar tuning profile are shown in Table 6.2. Results from areas 17 and 18 were pooled since there were no significant interareal differences in broadness and asymmetry of tuning among any of the different cell classes in the Table. Values for directional tuning width, average half width and ratio of half widths in each cell were averages derived from tuning curves compiled at a number of velocities. Table values are means with ranges and standard deviations in parentheses. Differences in broadness and asymmetry of tuning for bar motion at different velocities were trivial in symmetrically and asymmetrically tuned cells, but substantial in cells with labile bar tuning. Thus for cells of the latter type, the means of both the average and the maximum values for tuning width, average half-width and ratio of half-widths are shown in the Table. Note that in many cases, smooth curves rather than straight lines were fitted to the data points (see section 6.2), and thus the average half-width of tuning at half-height does not necessarily represent 25% of the total tuning width.

Of all C-cells, those with labile tuning for bar motion were the most broadly tuned. The difference in broadness of tuning for noise-sensitive cells with labile and asymmetrical bar tuning reached statistical significance (Mann Whitney U test, \( P < 0.05 \)) when the maximum values for tuning width and average half width in cells with labile bar tuning were considered. Among noise-sensitive C-cells, those with asymmetrical bar tuning were significantly more broadly tuned for direction than those with symmetrical tuning (Mann Whitney U test, \( P < 0.001 \)).
<table>
<thead>
<tr>
<th></th>
<th>Directional</th>
<th>Average</th>
<th>Ratio of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tuning Width</td>
<td>Half-Width</td>
<td>Half-Widths</td>
</tr>
<tr>
<td></td>
<td>(deg.)</td>
<td>(deg.)</td>
<td>(deg.)</td>
</tr>
<tr>
<td><strong>Noise - Sensitive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Labile</strong> (n=14)</td>
<td>Max</td>
<td>127.9</td>
<td>34.6</td>
</tr>
<tr>
<td></td>
<td>(60 - 180)</td>
<td>(38.0)</td>
<td>(20.0 - 50.5)</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>110.4</td>
<td>30.5</td>
</tr>
<tr>
<td></td>
<td>(60 - 180)</td>
<td>(32.1)</td>
<td>(19.0 - 49.3)</td>
</tr>
<tr>
<td><strong>Asymmetrical</strong> (n=18)</td>
<td>Max</td>
<td>103.3</td>
<td>27.1</td>
</tr>
<tr>
<td></td>
<td>(60 - 180)</td>
<td>(47.3)</td>
<td>(11.0 - 47.0)</td>
</tr>
<tr>
<td><strong>Symmetrical</strong> (n=12)</td>
<td>Max</td>
<td>535</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td>(30 - 80)</td>
<td>(15.6)</td>
<td>(9.1 - 21.1)</td>
</tr>
<tr>
<td><strong>Noise - Insensitive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Asymmetrical</strong> (n=11)</td>
<td>Max</td>
<td>72.3</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td>(60 - 130)</td>
<td>(20.7)</td>
<td>(15.1 - 32.6)</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>660</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>(30 - 100)</td>
<td>(30.5)</td>
<td>(19.0 - 24.2)</td>
</tr>
</tbody>
</table>
Table 6.2. Quantitative comparisons of broadness and asymmetry of directional tuning for bar motion in end-free C-cells, according to noise sensitivity and bar tuning profile (data from areas 17 and 18 pooled). Directional tuning width total range of response directions for bar motion. Average half-width average of half-widths of directional tuning at half-height after fitting curves by eye to data points (see text for details of procedure). Ratio of half-widths ratio of half-widths of tuning at half-height taking the greater half-width as numerator in each case. Values for each cell were averages derived from directional tuning curves compiled at a number of velocities. Table values are means, with ranges and standard deviations in parentheses. In addition the means of the maximum values for directional tuning width, average half-width and ratios of half-width are shown separately for labile cells, since then bar tuning varied dramatically with velocity. Two end-free asymmetrically tuned C-cells whose tuning profile for bar motion was symmetrical in terms of half-width at half-height but had a drawn-out tail on one flank are excluded from comparisons of ratios of half width.
difference could not be attributed to the relatively high proportion of asymmetrically tuned C-cells in Group I, symmetrically tuned cells had the narrowest bar tuning among C-cells in Group I (mean width: 56.7, mean average half-width: 15.4) and Group II (mean width: 56.7, mean average half-width: 13.6). Of all C-cells, those symmetrically tuned and sensitive to noise had the narrowest bar tuning. The difference in breadth of tuning between noise-sensitive and noise-insensitive C-cells with symmetrical bar tuning did not reach statistical significance. But asymmetrically tuned cells insensitive to noise were significantly more broadly tuned for direction than noise-sensitive symmetrically tuned cells (Mann-Whitney U test, width: P < 0.05, average half-width: P < 0.0025). The difference is remarkable when one considers the substantially broader tuning of noise-sensitive (particularly Group I) C-cells compared with their noise-insensitive counterparts (see Chapter 5). Among noise-insensitive C-cells, there were no significant differences in breadth of directional tuning between those symmetrically and those asymmetrically tuned for bar motion, or between those in groups III and IV. Among asymmetrically tuned C-cells those sensitive to noise were significantly more broadly and more asymmetrically tuned than those insensitive to noise (Mann-Whitney U test, P < 0.025). The ratios of half-widths of noise-sensitive asymmetrically tuned cells were not substantially different from the maximum values for cells with labile bar tuning.

6.3.2. Quantitative Comparisons Of Broadness And Asymmetry Of Directional Tuning For Bar Motion In C-, B-, S- And A-Cells In Areas 17 And 18

The only previous quantitative study of directional tuning of area 18 cells is that of Hammond and Andrews (1978), whose cell classification procedure was radically different from the one used here. The present study thus provides the first quantitative comparisons of directional tuning of C-, B-, S- and A-cells in area 18. Means of directional tuning widths and of average half-widths of area 18 cells in
<table>
<thead>
<tr>
<th>CELL CLASS</th>
<th>DIRECTIONAL TUNING WIDTH (deg.)</th>
<th>AVERAGE HALF-WIDTH (deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A17 (n = 28)</td>
<td>83.2 (30 - 180, 39.7)</td>
<td>22.6 (9.0 - 47.4, 10.4)</td>
</tr>
<tr>
<td>A18 (n = 32)</td>
<td>96.4 (40 - 180, 46.3)</td>
<td>25.5 (10.0 - 50.5, 10.5)</td>
</tr>
<tr>
<td>A17 (n = 7)</td>
<td>40.0 (20 - 60, 14.1)</td>
<td>12.4 (7.0 - 19.1, 3.9)</td>
</tr>
<tr>
<td>A18 (n = 13)</td>
<td>57.3 (40 - 90, 14.5)</td>
<td>17.4 (9.3 - 26.7, 4.4)</td>
</tr>
<tr>
<td>A17 (n = 5)</td>
<td>46.0 (20 - 80, 24.1)</td>
<td>13.9 (7.5 - 22.0, 5.8)</td>
</tr>
<tr>
<td>A18 (n = 10)</td>
<td>68.0 (20 - 100, 28.2)</td>
<td>18.6 (9.5 - 25.3, 5.6)</td>
</tr>
<tr>
<td>A18 (n = 4)</td>
<td>75.0 (70 - 80, 5.5)</td>
<td>23.5 (17.0 - 26.0, 4.9)</td>
</tr>
</tbody>
</table>
Table 6.3. Quantitative comparisons of broadness of directional tuning for bar motion of C-, S, B- and A-cells in areas 17 and 18. The single A-cell recorded in area 17 is not included in the Table. Directional tuning width: total range of response directions for bar motion. Average half-width: average of half-widths of tuning at half-height after fitting curves by eye to data points (see text for details of procedure). Values are means, with ranges and standard deviations in parentheses. Note that the maximum values for directional tuning width and average half-width in cells with labile bar tuning were used in calculating the mean values for C-cells.
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different classes are shown in Table 6.3, together with values for area 17 cells for comparison. The important comparisons in the Table are between area 18 cells in different classes and between C-cells in areas 17 and 18. The number of S- and A-cells recorded in area 17 was small, and they are included in the Table largely for completeness. The means for C-cells in areas 17 and 18 were calculated using the maximum tuning widths and maximum average half-widths of cells with labile bar tuning. The use of mean rather than maximum values for cells with labile bar tuning did not however substantially alter the assessment of broadness of tuning of C-cells either in area 17 (mean width 80.2, mean average half-width 22.0) or in area 18 (mean width 91.4, mean average half-width 24.3). In both areas, C-cells had the broadest, S-cells the narrowest tuning for bar motion. The values for broadness of tuning in the small sample of area 17 S-cells are in line with those of others for simple or S-cells (Henry et al., 1973; Watkins and Berkley, 1974; Hammond and Andrews, 1978; Heggelund and Allbus, 1978; Katz et al., 1978; Leventhal and Hirsch, 1978; Orban, 1981). C-cells were significantly more broadly tuned than S-cells, both in area 17 (width $z = 3.18$, $P = 0.0016$, average half-width $z = 2.39$, $P = 0.0071$) and in area 18 (width $z = 2.65$, $P = 0.0017$, average half-width $z = 2.54$, $P = 0.0084$). S-cells in area 18 were however significantly more broadly tuned than their counterparts in area 17 (Mann-Whitney U test, $P = 0.0021$). C-cells in areas 17 and 18 did not differ significantly in breadth of directional tuning. In area 18, C-cells were significantly more broadly tuned than B-cells (width $z = 1.05$, $P = 0.0495$, average half-width $z = 1.91$, $P = 0.0025$), and A-cells were significantly more broadly tuned than S-cells (Mann-Whitney U test, width $P < 0.0027$, average half-width $P < 0.006$).

There were no inter-areaal differences in the ratios of half-widths of S- and B-cells, and no statistically significant differences between the values for S- (1.17), B- (1.21) and A-cells (1.31) from areas 17 and 18. S- B- and A-cells with asymmetrical bar tuning had almost identical ratios of half-widths. The ratios of half-widths for the combined sample of S-, B- and A-cells with asymmetrical bar tun-
ing (1-41) did not differ significantly from those of asymmetrically tuned C-cells insensitive to noise, but were significantly smaller than those of noise-sensitive, asymmetrically tuned C-cells (Mann-Whitney U test, \( P < 0.025 \)).
CHAPTER 7

THE MODULATORY INFLUENCE OF MOVING VISUAL NOISE BACKGROUND ON RESPONSES OF CELLS IN AREA 18 TO MOVING ORIENTED STIMULI

7.1: Modulatory Influence Of A Moving Noise Background On Bar-Evoked Responses As A Function Of Bar Length

7.2: Modulatory Influence Of A Moving Noise Background On Bar-Evoked Responses As A Function Of Stimulus Velocity
The present chapter describes results on the modulatory influence of a moving textured background of pseudo-random, static visual noise on the responses of cells in area 18 to moving oriented foreground stimuli. Comparisons were made, virtually simultaneously, between the response to an optimally-oriented bar swept in both directions along the axis orthogonal to its orientation, alternatingly in synchrony with its noise background, in the same direction and with the same phase, velocity and amplitude of motion (combination stimulus), and independently across the same stationary noise background. Bar width was set optimally for each cell, but bar length and stimulus velocity were systematically varied. The modulatory influence of moving noise backgrounds on moving bar responses was investigated primarily in noise-insensitive cells (members of groups III and IV), classified on the basis of their lack of response to noise motion alone (see Chapter 5), though comparable measurements were made on a few noise-sensitive cells. Incidental observations on the influence of bar length on velocity-response functions of area 18 cells are also reported.

7.1. MODULATORY INFLUENCE OF A MOVING NOISE BACKGROUND ON BAR-EVOKED RESPONSES AS A FUNCTION OF BAR LENGTH

In all 37 noise-insensitive cells in area 18, the influence of synchronously moving noise backgrounds was investigated on responses to optimally-oriented bar stimuli of fixed width but variable length moving at the preferred velocity. The bar was systematically increased in length while maintaining its symmetry about the centre of the receptive field, the locus of maximum response along the receptive field axis being determined by the minimum response field method. The order of testing with bars of different length was randomized. The shortest comparison bar used was that which evoked a consistent response, a bar which was too short elicited weak and variable drive, providing a poor criterion for comparison.
with the combination stimulus. The longest bar that could be generated was 20
in length. The experimental procedure was designed to explore the modulatory
influence of moving noise backgrounds on bar-evoked responses as a function of
bar length, and additionally allowed the presence or absence and magnitude of
response modulation to be related to the conventional length-response character­
istics of each cell. The results could be compared directly with those of previous
investigations of the modulatory influence of synchronous background motion on
the bar-evoked responses of area 17 cells (Hammond and MacKay 1977, 1981b;
Hammond and Smith 1984), in which the parameters of the foreground bar were
set optimally for each cell, and related to those of comparable studies in area 17
(Hoffmann and von Seelen 1978, Hoffmann et al. 1980) and area 18 (Dunse and
von Seelen 1981b), in which a field of Gaussian noise was superimposed on a
moving bar in order to simulate a signal detection task. Results for end-free and
end-stopped cells are described separately.

7.1.1. End-Free Cells

Thirty-one of the 37 noise-insensitive cells in area 18 lacked significant end­
inhibition (see Chapter 5 for classification of end-stopped cells). These comprised
11 S-cells, 11 C-cells, 6 B-cells and 3 A-cells. Results for cells in different classes
are described together since response modulation by moving noise backgrounds
revealed no striking class-specific differences.

(a) Preferred Direction

In all end-free cells, the modulatory influence of moving noise backgrounds on
responses to bar motion in the preferred direction was critically dependent on the
length of the bar used to obtain a criterion response. As can be seen in Fig 7-1,
background motion exerted marked suppression of response to a short bar, but
its effectiveness declined progressively as the comparison bar was increased in
length Fig 7.1A shows for a G-cell with restricted length summation, representative PSTHs in response to a bar of variable length moving alternately in unison with a background of visual noise and independently across the same stationary noise background. Responses of this cell were chosen for illustration for two reasons. First, stimulation with a short bar yielded a good criterion response against which the powerful suppressive influence of the moving noise background could be observed. Second, the progressive relief from the suppressive influence of synchronous background motion as the comparison bar was increased in length is clearly evident from a comparison of PSTHs since the criterion response remained relatively constant while response to the combination stimulus increased progressively with bar length over a wide range. These trends are seen more clearly in Fig 7.1B which presents graphically results from the cell in A, but for a greater number and wider range of bar lengths. Results are illustrated for motion in the preferred direction only. Length summation was restricted for the bar (filled circles), but substantial for the combination stimulus (open circles). Percent suppression (triangles) was maximal for the shortest bar used and declined progressively with increasing bar length but over a range more extensive than the length of the minimum response field (indicated by arrow), which in turn significantly exceeded the limit value of length summation.

The improvement in the relative response to the combination stimulus as bar length was increased was presumably due to the progressive relief from the suppressive influence of moving noise as the bar obliterated an increasing amount of the noise background along the longitudinal axis of the receptive field. In this respect the result was unremarkable. Three aspects are, however, worth emphasizing. First, the decline in percent suppression was non-linear, becoming progressively flatter in slope as bar length was increased until an asymptotic value was reached. Second, the range over which percent suppression declined with bar length suggests that the suppressive influence of textural elements was detectable outside the mapped receptive field along its axis. Finally, conventional stimulation with a long bar showed this cell to be rather indifferent to synchronously moving
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Fig. 7.1. Modulatory influence of synchronous motion of a background of static visual noise on responses to a moving bar of variable length, in an end-free C-cell with restricted length summation. A: Representative PSTHs demonstrating the progressive relief from suppressive influences of the moving noise background as the comparison bar is systematically increased in length, while maintaining its symmetry about the centre of the minimum response field. Each PSTH compares the response to an optimally-oriented bar of given length and fixed width (0.7°) moving at 5°/sec in both directions along the axis orthogonal to its orientation, alternately in synchrony with its noise background, with the same phase, velocity and amplitude (0°) of motion, and independently across the same stationary noise background. The trace beneath the PSTHs indicates the duration of stimulus motion, and of inter-sweep intervals during which only the stationary noise background was present, to yield a measure of resting discharge level. Each PSTH was compiled from 16 consecutive 1/sec cycles. Bin-width 40ms. Vertical scales indicate 100 imp/sec throughout. B: Graphical representation of results from the cell in A for the preferred direction of motion only. Filled circles, response to a bar moving across a stationary noise background. Open circles, response to the bar moving in unison with the same noise background (combination stimulus). Thin, solid and broken lines are the by-eye fits to the filled and open circles respectively. Response was derived from PSTHs (16 presentations) and expressed as peak firing frequency (averaged over the 3 adjacent bins containing the highest spike count), subtracted from mean spontaneous activity assessed at the time each PSTH was compiled. Arrow indicates length of minimum response field. Note that length summation is restricted for the bar, but substantial for the combination stimulus, extending beyond the limits of the minimum response field. Triangles indicate percent suppression of the response to a moving bar of fixed length by synchronous motion of the noise background. Thick solid line is the by-eye fit to the data points. Note that percent suppression is greatest for the shortest comparison bar used, declines non-linearly with increasing bar length, over a range more extensive than the length of the minimum response field.
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noise backgrounds, yet a reduction in bar length revealed a powerful suppressive influence of background motion on cell responsiveness. Indeed, maximum response suppression in this cell (83%) was greater than in any other cell recorded.

It is worth emphasizing that the results from cells with restricted length summation differed from those obtained in other end-fre cells in two important respects. First, in cells with restricted length summation, it was possible to demonstrate that the magnitude of suppression exerted by background motion was related not to the strength of the criterion response (which remained relatively constant), but to the length of the bar used to obtain a criterion response. In cells with substantial length summation, the situation is of course more complicated since lengthening the bar elicits an increase in excitation in addition to providing greater coverage of the noise background. Second, in cells with restricted length summation, not only percent suppression but also response reduction declined nonlinearly with bar length. The significance of this observation will be taken up in Discussion.

The magnitude of response modulation exerted by moving noise backgrounds was similarly related to the length of the comparison bar in end-fre cells showing substantial length summation. Fig 7.2 shows length-response curves in a B- (A and B), C- (C and D) and S-cell (E and F) for interleaved presentation of a bar and the combination stimulus moving in preferred and opposite directions (upper and lower functions respectively) together with the ratio of the response to a moving bar of fixed length with the noise background alternately moving and stationary. In these and all ensuing comparisons, response ratio is plotted in preference to percent suppression since when long bars were used, response to the combination stimulus could exceed though not significantly (see later), that to the bar alone. The suppressive influence of moving noise backgrounds on responses to bar motion in the preferred direction was strongest when the comparison bar was short. Response to both the bar and the combination stimulus increased with bar length, but percentage increase was greater for the combination stimulus presumably be-
Fig. 7.2. Comparison in 3 length-summating, end-free cells (A+B, C+D, E+F) of responses to an optimally-oriented bar of fixed width but variable length, moving at the optimal velocity in preferred and opposite directions (upper and lower functions respectively) with its noise background either held stationary or swept synchronously in the same direction with the same phase, velocity and amplitude of motion. Derivation and conventions as in Fig 7.1, except that triangles represent the ratio of the response (right vertical scale) to a moving bar of fixed length with the noise background alternately moving and stationary. A+B B-cell, minimum response field width 1.7, bar width 0.7, stimulus excursion 5, velocity 23/sec. C+D C-cell, minimum response field width 3.7, bar width 1.0, stimulus excursion 10, velocity 8.2/sec. E+F S-cell, minimum response field width 1.5, bar width 0.7, stimulus excursion 5, velocity 23/sec. Note that in all cells, the function relating response ratio and bar length is comparable for preferred and opposite directions of motion, irrespective of whether the extent of length summation in the two directions is similar (A+B), slightly (C+D) or radically different (E+F). The relative response to the combination stimulus increases non-linearly with bar length, over a range which either matches (A, B, C) or exceeds (D, E, F) the zone of length summation until an asymptotic value is reached at which the moving noise background is either suppressive of bar response (C+D) or has a negligible modulatory influence (A+B, E+F). Note that there is no fixed relationship from cell to cell between the slopes of length summation for the bar and the combination stimulus.
cause, as it was lengthened, the bar obliterated an increasing amount of the noise background, providing progressive relief from the suppressive influence of moving noise, in addition to causing an increase in excitation. As in end-free cells with restricted length summation, the increase in the relative response to the combination stimulus was non-linear, becoming progressively flatter in slope as the bar was increased in length, until an asymptotic value was reached.

In general, the maximum amount of suppression observed in each cell was related to the minimum length of the comparison bar against which reliable measurements were possible. In the cells illustrated in Fig 7, a short bar moving in the preferred direction evoked a consistent response which was powerfully suppressed by synchronous background motion. However, a few cells had their responses to bars of similar length less substantially suppressed, suggesting that they received a less potent noise-sensitive inhibitory input. In many cells requiring appreciable length summation for effective drive, longer starting lengths for the comparison bar resulted in less potent suppressive effects and less marked non-linearity of the curve relating response ratio and bar length. Nevertheless, the overall trends were consistent with those illustrated.

The relative response to the combination stimulus reached a plateau only when bar length matched (Fig 7 A) or exceeded (Fig 7 D, E) the extent of length summation for the bar alone. In the latter case, the rising phase for the combination stimulus became flatter in slope as bar length was increased beyond the limit value of length summation for the bar, presumably because the improvement in the response to the combination stimulus was now due solely to obliteration of the background by the moving bar, which itself provided no further increase in excitation. This would imply that texture elements lying beyond the height of the receptive field were capable of modulating responsiveness. However, it was difficult to determine precisely the lengthwise extent of background influence, because when the modulatory influence of background motion was insubstantial, the data points representing the relative response to the combination stimulus showed consistent...
siderable scatter. Moreover, for a bar of fixed length, the influence of background motion showed a high degree of sweep-to-sweep variability. It was clear, however, that no cell showed the significant enhancement of response to long bars observed by Hammond and MacKay (1991b) in some area 17 simple cells.

Comparable measurements were made on 4 noise-sensitive Group 1 C-cells in area 18. Even in cells with restricted length summation, synchronous motion of the noise background enhanced the peak response to a short bar. Response enhancement declined with increase in the length of the comparison bar, but over a range more restricted than the corresponding decline in percent suppression in noise-insensitive cells. The influence of background motion on the response to a long bar was weak or negligible and much less than predictable from an additive combination of the separate responses to bar and noise motion alone. Typically, reducing the length of the comparison bar produced no increase in response modulation until bar length was significantly less than half the length of the receptive field. Thereafter, response enhancement increased dramatically. Maximum response enhancement was observed when the limit length reduction made the bar effectively a spot. In the 2 cells with substantial length summation, the response to moving noise was so large as to effectively mask the weak response to a short bar.

(b) Non-Preferred Direction

It was of interest to compare the modulatory influence of moving noise backgrounds on responses to bar motion in the preferred and opposite directions as a function of bar length, particularly since in some cells length-response functions were found to differ for the two directions of motion. Moreover, it was hoped that a comparison of the magnitude of suppressive influences on responses to bar motion in the preferred and non-preferred directions would provide insight into the properties of the noise-sensitive suppressive input. Background motion might conceivably suppress by a constant amount or by a constant percentage the response to a bar of fixed length moving in preferred and opposite directions. Alternatively, the magnitude of suppression in the two directions might be independent.

Eight cells were completely direction-selective and had zero spontaneous activity. In these cells, observations were thus limited to the preferred direction. Fifteen of the 31 end-free noise-insensitive cells gave a response to bar motion in the
non-preferred direction which was sufficient to yield a reliable length-response curve. These were divided into three categories by comparing length-response functions for motion in the preferred and non-preferred directions. In 7 cells (Fig. 7.2 A and B), length-response functions were comparable for preferred and opposite directions of motion, both with respect to optimal bar length and the absence of end inhibition (cf. Orban et al., 1979a, Hammond and MacKay, 1983b, 1985; Hammond and Ahmed, 1985) while in 2 cells, the limit value of length summation differed significantly for the two directions of motion (Fig. 7.2 C and D). The remaining 6 cells showed substantial length summation in the preferred direction but restricted length summation and end-zone inhibition in the non-preferred direction (Fig. 7.2 E and F). Orban et al. (1979a, b), who reported the existence of such cells in area 17, concluded that the inhibition in the non-preferred direction reflects the length summation requirements of the inhibitory mechanism responsible for the direction selectivity of the discharge region rather than being due to the presence of direction-selective inhibitory end-zones. Note that the cell in Fig. 7.2 E and F showed strong directional bias when stimulated with a bar of optimal length for the preferred direction, but responded bidirectionally when bar length was optimal for motion in the non-preferred direction. Hammond and Mouat (1986) have recently reported changes in directional bias as a function of stimulus length in area 17 complex cells.

Of the 15 cells in which length-response functions were prepared for both the preferred and opposite directions of motion, 7 showed strong directional bias. The dilemma in these cells was that, on one hand, responses to bars of suboptimal length moving in the non-preferred direction were weak and variable, providing a poor criterion for comparison with the combination stimulus, while on the other the modulatory influence of background motion on the response to bars of near optimal length was insubstantial. Thus, the data points representing the relative response to the combination stimulus as function of bar length showed considerable scatter.
In 8 cells, however, the response in the non-preferred direction was sufficient to allow quantitative comparisons with the response to the combination stimulus, as a function of bar length. Fig. 7.2 shows results for 3 end-free cells, each representative of one of the three categories defined above according to length-response functions for preferred and opposite directions of motion. Notwithstanding in direction-biased cells, the greater degree of scatter of data points for the non-preferred compared with the preferred direction (A and B, E and F), the relative response to the combination stimulus increased with bar length over a comparable range for the two directions of motion. In Fig. 7.2A and B, the increase with bar length in the relative response to the combination stimulus matched the extent of length summation, which was comparable for preferred and non-preferred directions. In Fig. 7.2C and D, length summation was more extensive in the preferred than in the non-preferred direction. In the non-preferred direction, the increase in the relative response to the combination stimulus was significantly more protracted than the extent of length summation. Fig. 7.2E and F shows an S-cell with characteristically substantial length summation in the preferred direction, but restricted length summation and apparent end-inhibition in the non-preferred direction. In the preferred direction, the relative response to the combination stimulus increased with bar length over a range marginally more extensive than the zone of length summation while in the non-preferred direction, the increase in relative response was considerably more protracted than the length summation profile.

For a bar of fixed length, the relative response to the combination stimulus and hence percent suppression, was of comparable magnitude for preferred and opposite directions of motion. Thus in cells with significant directional bias (Fig. 7.2A and B), the reduction in the response to a bar of suboptimal length by synchronous motion of the noise background was greater in the preferred than in the non-preferred direction. Of 16 end-free cells classified as direction-selective, 8 gave a weak response to bar motion in the non-preferred direction when some bar lengths were used. Seven of these, and all the cells with strong directional bias...
mentioned above, gave a response to the combination stimulus in the non-preferred direction even when a response reduction by background motion comparable to that observed in the preferred direction would have been sufficient to abolish the response in the non-preferred direction. These observations would seem to exclude the possibility that synchronous motion of the noise background reduced by a fixed amount the response to bar motion in the preferred and opposite directions.

In only 1 cell was percent suppression greater in the non-preferred than in the preferred direction. When some bar lengths and stimulus velocities were used, the cell responded weakly to bar motion in the non-preferred direction but was direction-selective for the combination stimulus. Interestingly, in this cell, synchronous motion of the bar and its noise background in the non-preferred direction was capable of suppressing spontaneous activity, but only when motion of the bar alone evoked a response. When motion of the bar elicited weak excitation, synchronous motion of the noise background abolished the evoked response and suppressed spontaneous activity. When motion of the bar caused suppression of spontaneous activity, full suppression was stronger for the combination stimulus.

This is comparable to the situation observed in all cells for motion in the preferred direction, whereby the noise background had little or no influence on cell activity when moving alone but could cause powerful response suppression when moved in synchrony with the bar. The suppression of spontaneous activity by synchronous motion of the bar and its noise background, though seen in only one cell suggests that moving noise is capable of providing a post-synaptic inhibitory input.

7.1.2. End-Stopped Cells

The results reported here, together with those from previous studies, suggest strongly that the suppressive influence exerted by moving noise backgrounds is distinct from end-zone inhibition. Thus, Hammond and Mackay (1981b) reported that in the same end-free simple cells in area 17, whole-field background texture motion was suppressive of bar response while a patch of moving texture
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located outside the receptive field along its axis caused response facilitation. The present study has demonstrated in area 18 powerful suppressive influences of moving noise backgrounds in end-free cells of all classes by systematically varying the length of the comparison bar. Hammond and Smith (1984) on the other hand, while attributing the suppressive influence of moving noise backgrounds on the responses of some area 17 complex cells to the presence of end-inhibition reported one end-stopped example whose bar responses were uninfluenced by synchronous background motion. It was thus of interest to determine in each end-stopped cell the modulatory influence of background motion on responses to bars of variable length for comparison with the length of the inhibitory end-zones and the magnitude of end-zone inhibition.

(a) Preferred Direction

Only 6 noise-insensitive cells in area 18 were classified as end-stopped. These comprised 4 $S_R$-cells, 2 $C_R$-cells and 1 $A_R$-cell. With minor variations, results were uniform from cell to cell in that the relative response to the combination stimulus increased non-linearly with bar length; they were consistent with those presented for end-free cells. Fig. 7.3 shows length-response curves in a $C_R$-cell (A and B) and an $S_R$-cell (C and D) for motion of a bar and the combination stimulus in preferred and non-preferred directions (upper and lower functions respectively), together with the ratio of response to a bar of fixed length with the noise background alternately moving and stationary. In the preferred direction, length summation was much more restricted than the length of the minimum response field (mapped with a short oscillating bar), indicative of an overlap between discharge region excitation and end-inhibition. Such an overlap of excitation and inhibition has previously been demonstrated in end-stopped cells in area 17 (Silito, 1977; Henry et al., 1978a; Orban et al., 1978b). The relative response to the combination stimulus increased with bar length over a range which was considerably more extensive than the length summation zone, matched or exceeded the length of the minimum response field and was unrelated to the length
Fig. 7.3. Comparison of responses in a CW \((A-B)\) and an SW-cell \((C+D)\) to an optimally-oriented bar of fixed width but variable length moving at the optimal velocity in preferred and opposite directions (upper and lower functions respectively), with its noise background either held stationary or swept synchronously in the same direction with the same phase, velocity and amplitude of motion (combination stimulus). Derivation and conventions as in Fig. 7.2. \(A+B\) minimum response field width 4.2 bar width 1 stimulus excursion 10 sec velocity 3.1/sec \(C+D\) minimum response field width 2.3 bar width 0.8 stimulus excursion 9 sec velocity 9/sec Note that the relative response to the combination stimulus increases non-linearly with bar length over a comparable range for preferred and opposite directions of motion. In \(A+B\), the increase is more protracted than the length summation profile, but relative response reaches a plateau within the confines of the inhibitory end-zones. In \(C\), the response to the combination stimulus increases with bar length over a range more extensive than either the zone of length summation or the length of the end-zone inhibitory region. Note, in particular, that end-zone inhibition is absent in the non-preferred direction \((D)\), whereas background motion is suppressive of bar response in both preferred and non-preferred directions.
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of the inhibitory end-zones. One rider to this is that in cells with powerful end-zone inhibition (Fig 7.3A), stimulation with long comparison bars yielded weak criterion responses, and thus the data points representing relative response to the combination stimulus showed considerable scatter. Note that in Fig 7.3A, background motion had a negligible modulatory influence on the response to an 8'-long comparison bar while extending the same bar in length caused an increase in end-zone inhibition. Conversely in Fig 7.3C, increasing bar length beyond 3.5' caused no further increase in end-zone inhibition, but provided progressive relief from the suppressive influence of background motion. There was no fixed relationship between the magnitude of end-zone inhibition and of suppression caused by synchronous background motion. Thus in Fig 7.3A, percent suppression of the response to a bar of optimal length by the moving noise background (around 35%) was not as strong as percent end-inhibition (around 80%) while in Fig 7.3C, end-inhibition and the suppressive influence of the moving noise background were of comparable strength.

(b) Non-Preferred Direction

In 3 of the 6 end-stopped cells, response to bar motion in the non-preferred direction provided a satisfactory criterion for comparison with the response to the combination stimulus. As in end-free cells, the relative response to the combination stimulus increased with bar length over a comparable range for preferred and opposite directions. In 2 cells, optimal stimulus length, the extent of the end-zone inhibitory region and percent end-inhibition were comparable for the preferred and opposite directions (Fig 7.3A and B). In the most interesting end-stopped cell, the inhibitory end-zones were direction selective (Fig 7.3C and D), as has been reported for a minority of end-stopped cells in area 17 (Orban et al. 1979b), whereas the moving noise background suppressed responses to bar motion in both preferred and non-preferred directions. The results from this cell provide further evidence for the independence of end-zone inhibition and response suppression caused by synchronous background motion.
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7.1.3. Quantitative Comparisons Of The Suppressive Influence Of Moving Noise Backgrounds On The Responses To Bars Of Optimal And Suboptimal Length

Table 7.1 shows quantitative comparisons of the suppressive influence of moving noise backgrounds on responses to bars of optimal and suboptimal length, according to cell class. Table layout and derivation are explained in the Table legend. Comparisons are for the preferred direction of motion only, using a bar of optimal width moving at the preferred velocity. Thus, results for bars of optimal length can be compared directly with those from previous studies in which stimulus parameters were set optimally for each cell. While end-stopped cells had a clearly-defined optimal bar length, end-free cells cells gave a response of relatively constant magnitude once length summation had been attained. A 20-long bar was arbitrarily taken as the optimum for all end-free cells, since they are conventionally stimulated with long bars. The proportion of cells in which responses to bars of optimal length were significantly suppressed (> 10%) by moving noise backgrounds, together with mean percent suppression, was greater in end-stopped than in end-free cells. There were no significant differences in the values for end-free cells in different classes. Mean percent suppression of responses to bars of optimal length for all end-free cells, including those showing insignificant response suppression was as low as 14%. These results rather than indicating a difference between end-free and end-stopped cells in susceptibility to the suppressive influence of moving noise backgrounds, reflect the finding that percent suppression was greater for short than for long bars in all cells, regardless of their length-summation characteristics. Thus for bars of optimal length (as defined here), response suppression would be expected a priori to be higher in end-stopped cells by virtue of their preference for shorter bars.

All cells had their responses to bars of suboptimal length markedly suppressed, though not abolished, by synchronous motion of the noise background. Percent suppression was invariably higher for bars of suboptimal length than for optimal
<table>
<thead>
<tr>
<th>CELL CLASS</th>
<th>OPTIMAL BAR LENGTH</th>
<th>SUBOPTIMAL BAR LENGTH</th>
<th>PERCENTAGE SUPPRESSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>S (n=11)</td>
<td>55</td>
<td>25</td>
<td>100</td>
</tr>
<tr>
<td>C (n=11)</td>
<td>55</td>
<td>21</td>
<td>100</td>
</tr>
<tr>
<td>B (n=6)</td>
<td>50</td>
<td>25</td>
<td>100</td>
</tr>
<tr>
<td>A (n=3)</td>
<td>67</td>
<td>24</td>
<td>100</td>
</tr>
<tr>
<td>TOTAL (n=31)</td>
<td>55</td>
<td>23</td>
<td>100</td>
</tr>
<tr>
<td>H (n=6)</td>
<td>100</td>
<td>45</td>
<td>100</td>
</tr>
</tbody>
</table>

NOISE BACKGROUND SUPPRESSION (>10%)
Table 7.1. Quantitative comparisons of the suppressive influence of moving noise backgrounds on responses to bars of optimal and suboptimal length in noise-insensitive cells (members of groups III and IV) of different classes (S, C, B, A). H indicates end-stopped cells of all classes. Note that a bar length of 20° was arbitrarily chosen as the optimum for all end-free cells. Suboptimal bar length refers to the shortest bar which, when presented against a stationary noise background, was capable of evoking a consistent response. Results are for motion in the preferred direction only, with bar width and stimulus velocity set optimally for each cell. The values for percent suppression were derived from the by-eye fits to the data points representing the ratio of the response to the bar with the noise background alternately moving and stationary. The percentage of cells showing significant suppression (> 10%) of responses to bars of either optimal or suboptimal length by motion of the noise background is indicated for each class and for the total number of end-free cells. Mean percent suppression is shown for the same cells, with ranges in parentheses. Note that the proportion of cells whose responses to bars of optimal length were significantly suppressed by synchronously-moving noise backgrounds, together with percent suppression, was greater in end stopped than in end-free cells. In all cells, background motion suppressed, but did not abolish, responses to bars of suboptimal length. Percent suppression was higher for suboptimal than for optimal length bars. Mean percent suppression of response to suboptimal length bars was, however, greater in end stopped than in end-free cells.
length bars. In general, maximum suppression was related to the minimum length of the comparison bar against which reliable measurements were possible, and was thus higher in end-stopped than in end-free cells. A very short bar provided potent drive to all end-stopped cells, whereas many end-free cells required appreciable length summation for response threshold to be exceeded. By the same token, S-cells required on average longer bars for consistent drive than did end-free cells of other classes, some of which had restricted length summation. This would seem to be a more plausible explanation for the somewhat weaker suppression of responses to bars of suboptimal length observed in S-cells than in end-free cells in other classes, rather than postulating that S-cells receive a relatively weaker noise-sensitive inhibitory input.

7. MODULATORY INFLUENCE OF A MOVING NOISE BACKGROUND ON BAR-EVOKED RESPONSES AS A FUNCTION OF STIMULUS VELOCITY

The results presented thus far were obtained with the bar and the noise background moving at the same velocity, close to the optimum for an oriented stimulus. It was of some interest to explore the suppressive influence of synchronously moving noise backgrounds as a function of stimulus velocity, particularly since it has been reported (Orban et al., 1981a; and see discussion in Bishop et al., 1980) that at least in velocity tuned (VT) cells percent end-zone inhibition is maximal at the preferred velocity for a bar of optimal length. If the magnitude of response suppression exerted by moving noise backgrounds were similarly dependent on stimulus velocity, the experiments described in the previous section would have revealed in each cell the maximum suppression of response to a bar of fixed length. Indeed, background motion may have had little or no influence on responses to short bars moving at some non-optimal velocities. Conversely, synchronous motion of the noise background might conceivably produce a linear
subtractive change in firing rate, and thus percent suppression would be maximum not at the preferred velocity, but for the velocity at which the bar evoked the weakest criterion response(s). A third possibility is that synchronous background motion induces a divisive-like change in firing rate, in which case percent suppression would remain relatively constant irrespective of the strength of the criterion response and would thus be invariant with stimulus velocity.

In order to investigate the modulatory influence of synchronous background motion as a function of velocity the following strategy was adopted. The experiment described in section 7.1 was performed initially on each cell. Subsequently an optimally-oriented bar of fixed width and length was swept in both directions along the axis orthogonal to its orientation alternately in synchrony with its noise background in the same direction and with the same phase, velocity and amplitude of motion and independently across the same stationary noise background. Stimulus velocity was systematically varied and the order of testing with different velocities was randomized. Note that this is quite different from the stimulus configuration used at least in part by others working in the cat visual cortex (Hammond and MacKay, 1981b; von Grunau and Frost, 1983; Hammond and Smith, 1984; Hammond et al., 1985), whereby the velocity of the bar stimulus was fixed close to the optimum for each cell, while that of the noise background was systematically varied.

In preliminary experiments the influence of stimulus velocity on the suppressive effects of synchronously moving noise backgrounds was investigated using comparison bars of different length. It became apparent however, that when the difference in response to the bar and the combination stimulus was small, the data points representing percent suppression as a function of velocity showed considerable scatter and no meaningful conclusions could be drawn. Thus, in subsequent experiments, the following strategy was adopted. On the basis of results from the experiment described in section 7.1, a comparison bar was selected which when moving at the preferred velocity was short enough to reveal substantial suppres-
sion by moving noise backgrounds, but which at the same time would be expected to elicit consistent drive throughout most of the effective velocity range, and thus provide a good criterion for comparison with the response to the combination stimulus. Because of the need for a consistent criterion response over a wide range of velocities, quantitative comparisons were restricted in the vast majority of cells to motion in the preferred direction. In others, however, results were consistent for the preferred and opposite directions of motion. For technical reasons, velocities above 200 °sec were not used, and responses to the slowest velocities could not be tested, since stimulus excursion always exceeded minimum response field width and maximum sweep time was 1 sec (see Methods). Nevertheless, as can be seen in Fig. 7.4 and Fig. 7.5 (upper row), which show comparable results for end-free and end-stopped cells respectively, comparisons between responses to the bar and the combination stimulus were made over most of the effective velocity range in each cell. Velocity tuning per se was not of primary interest, since it has been investigated extensively by others in area 18 (Riva-Sanseverino et al., 1974; Orban et al. 1981a). However, the number and range of velocities covered was sufficient to define velocity-response functions according to Orban et al. (1981a). At the same time, neglect of the lower and upper limit of velocity tuning meant that at all velocities used, response to bars of suboptimal length provided a good criterion for comparison with the combination stimulus.

7.2.1. End-Free Cells

Typical results are illustrated in Fig. 7.4, which shows in 3 end-free cells velocity-response functions for interleaved presentation of a bar and the combination stimulus, together with the ratio of response to the bar moving at a fixed velocity, with its noise background alternately moving and stationary. Although there was a certain amount of scatter of the data points, particularly when the criterion response was small, the relative response to the combination stimulus was essentially invariant with velocity in all cells. (Note that the curves fitted to the
7. INFLUENCE OF MOVING NOISE BACKGROUNDS ON RESPONSES OF AREA 18 CELLS

Fig. 7.4. Suppressive influence of moving noise backgrounds on moving bar responses of end-free cells, as a function of the logarithm of stimulus velocity. Comparison of response to an optimally-oriented moving bar of fixed length and width but variable velocity, swept in the preferred direction, alternately in synchrony with a background of visual noise, with the same phase, velocity and amplitude of motion (open circles: combination stimulus) and independently across the same stationary noise background (filled circles). Thin continuous and broken lines are the velocity-response curves for the bar and the combination stimulus respectively, fitted by eye. Response derived from PSTHs (16 presentations) and expressed as peak firing frequency (averaged over the 3 adjacent bins containing the highest spike count), subtracted from spontaneous activity assessed at the time each PSTH was compiled. Triangles indicate the ratio of response (right vertical scale) to the bar moving at a fixed velocity, with the noise background alternately moving and stationary. Thick solid line is the by-eye fit to the data points. A C-cell with restricted length summation. Bar length 1, limit value of length summation 1.5, minimum response field width 2.5, bar width 0.6, stimulus excursion 7°. The cell is velocity tuned with a preferred velocity of around 25°/sec. Note that synchronous motion of the noise background reduces the ascending and descending slopes of the velocity-response function. Response reduction is greatest at the preferred velocity, but the relative response to the combination stimulus and hence percent suppression (around 60%) is essentially invariant with velocity. B S-cell with dissimilar velocity-response functions for bars of optimal and suboptimal length, a feature of end-free cells with substantial length summation. For an optimal-length bar (6°), the cell has a VHP function, with a preferred velocity of around 100°/sec (dotted line fitted to crosses) which is much higher than that for a 3.5° long bar (around 55°/sec). Minimum response field width 1.9, bar width 0.3, stimulus excursion 8°. Percent suppression of response to a 3.5° long bar (around 45%) is essentially invariant with velocity. C Length-summating C-cell whose response to a bar of optimal length (8.5°, limit value of length summation) is substantially suppressed by synchronous motion of the noise background. Minimum response field width 4.9, bar width 0.8, stimulus excursion 9°. For the comparison bar, the cell has a VHP function with a wide dynamic range. Synchronous motion of the noise background reduces the slope of the velocity-response function. Percent suppression (around 35%) is essentially invariant with velocity. Note that in all cells, the inhibitory effect of synchronously-moving noise backgrounds would seem to be divisive rather than subtractive.
triangular symbols representing response ratio are not precise interpolations, but the best-fitting horizontal lines. Comparisons in Fig. 7.4A are for a C-cell with restricted length summation. The criterion response was obtained using a bar of suboptimal length (1'), for which the cell was velocity tuned with a preferred velocity of around 25/sec. Velocity tuning for a bar of optimal length (not illustrated) did not differ substantially from that for a bar of suboptimal length. The response to a bar of suboptimal length was significantly depressed by motion of the noise background, but not by an equal amount at all velocities. Synchronous motion of the noise background reduced the ascending and descending slopes of the velocity-response function. The relative response to the combination stimulus, and hence percent suppression, were essentially invariant with velocity.

Comparable results are illustrated in Fig. 7.4B for an S-cell which showed substantial length summation when stimulated with a bar of suboptimal length (1'). The cell was rather broadly tuned for velocity (thin, continuous line fitted to filled circles), with an optimum of around 55/sec. Synchronous motion of the noise background was seen to reduce the ascending slope of the velocity-function, though the effect was not as dramatic as in Fig. 7.4A, where the criterion response had a much wider dynamic range. The results from this cell were obtained in initial experiments in which the influence of velocity on the suppressive effects of the synchronously moving noise background was investigated using comparison bars of different length. It was thus possible to compare the velocity-response function for a bar of suboptimal length with that for a bar of optimal length (6', dotted line fitted to crosses). The cell had a velocity high-pass (VHP) function for a bar of optimal length, and a higher preferred velocity (around 100/sec) than for a bar of suboptimal length. The velocity-response function for a bar of optimal length also had a relatively wider dynamic range, the difference in response to the short and the long bar being greater at high than at low velocities. Comparable results obtained in all VHP cells with substantial length summation for which velocity-response functions were derived with bars of optimal and suboptimal length. In addition, when stimulated with bars of suboptimal length.
VT cells tended to have more broad-band functions, while velocity broad-band (VBB) cells themselves could show velocity low-pass (VLP) curves. The sample of cells in which velocity-response functions were derived using bars of optimal and suboptimal length was small, since it was not the primary aim of the present study to investigate the influence of bar length on velocity selectivity. However, the present incidental observations indicate that at least in end-free cells showing substantial length summation, preferred velocity and velocity-response functions may be dependent on bar length. This implies, conversely, that length-response functions for a moving bar may vary with velocity of motion.

Finding that a longer bar tended to yield a more realistic velocity-response function with a wide dynamic range, the longest comparison bar was chosen which was consistent with substantial response suppression by moving noise backgrounds. Occasionally, a cell would show marked suppression of response to a bar of optimal length. An example is seen in Fig. 7AC, which shows the suppressive influence of synchronous motion of the noise background as a function of velocity in a C-cell with a VHP function for a bar of optimal length (18.5). Synchronous motion of the noise background reduced the ascending slope of the velocity-response function, response depression remaining relatively constant once the criterion response had reached an asymptotic value. As in all other end-free cells, percent suppression was essentially invariant with velocity.

Note that the present results contrast with those from the 4 noise-sensitive cells in which comparable measurements were made. In these cells, percent enhancement of response to a moving bar by synchronous motion of its noise background was (understandably) strongly dependent on stimulus velocity. In each cell, response enhancement was observed only for stimulus velocities within the effective range for visual noise moving alone (in the preferred direction for an oriented stimulus). However, percent enhancement was not necessarily maximum at the preferred velocity for noise motion alone but at a given velocity, seemed to depend on the relative strength of the separate responses to bar and noise motion.

In a few cells which had rather broad-band velocity-response functions for the comparison bar, the criterion response was equally depressed over a wide range.
of velocities. An end-stopped example is shown in Fig. 7.5E and F, and similar results were observed in some end-free cells. A linear subtractive change in firing rate induced by synchronous motion of the noise background could not be excluded as an explanation of the results from these cells. However, the results from the majority of cells in which the criterion response varied with velocity over a wide range, while percent suppression remained relatively constant, suggest strongly that the inhibitory effect of synchronous motion of the noise background on bar responses was divisive rather than subtractive. Note that in all cells illustrated, a response reduction throughout the effective velocity range by an amount comparable to that observed at the preferred velocity would have been sufficient to abolish the response to the combination stimulus at some non-optimal velocities. Pertinently, the generation of cortical orientation specificity (Rose, 1977b; Morrone et al., 1982) and direction selectivity (Dean et al., 1980) would seem to involve divisive rather than subtractive inhibition.

### 7.2.2. End-Stopped Cells

While in end-free cells percent suppression of response by synchronously moving noise backgrounds is invariant with velocity, it has been reported that in VT cells percent end-zone inhibition is velocity-dependent (Orban et al., 1981a). However, it remains to be demonstrated that the velocity-dependence of end-zone inhibition is a general property of end-stopped cells of all velocity types. On the other hand, it cannot be assumed that the velocity-invariance of percent suppression by moving noise backgrounds observed in end-free cells also obtains in their end-stopped counterparts. Nevertheless, the above results introduce the possibility that in end-stopped cells the mechanisms responsible for response suppression by moving noise backgrounds and end-zone inhibition are independent. To test this proposition directly, end-zone inhibition and the suppressive influence of moving noise backgrounds were compared over a wide range of velocities in the same end-stopped cells. Since for technical reasons, interleaved presentation of bars...
of different length was not possible, the following procedure was adopted. Comparisons were made between the response to a moving bar and the combination stimulus over a range of velocities, first using a bar of optimal length and subsequently with a 20-long bar. Thus, in the same cell, the suppression of response to a bar of optimal length by motion of its noise background could be compared over a range of velocities with maximum end-zone inhibition. Since for stimulus motion at the preferred velocity, the noise background substantially suppressed in all end-stopped cells the response to a bar of optimal length it was possible to use this as a comparison stimulus to investigate the magnitude of moving noise suppression as a function of velocity. The use of a comparison bar of optimal length had the additional advantage that it yielded a realistic velocity-response curve with a wide dynamic range.

The two C-cells and the single A-cell had VHP functions for bars of optimal length. Of the 3 S-cells, 2 were VT and the other had a VHP function. Representative results for each of these velocity types are shown in Fig. 7.5, which compares a C-cell (A and B) and two S-cells (C and D, E and F). Response suppression by moving noise backgrounds (upper row) with end-zone inhibition (lower row) as a function of stimulus velocity. In all end-stopped cells, percent suppression exerted by synchronous motion of the noise background was essentially invariant with velocity. In VHP (Fig. 7.5A) and VT (Fig. 7.5C) cells, synchronous motion of the noise background caused a reduction in the slope(s) of the velocity-response function, indicative of a divisive rather than a subtractive change in cell firing rate. In the same cells, however, percent end-zone inhibition was velocity-dependent. In the VHP C-cell (Fig. 7.5B), percent end-zone inhibition increased with velocity, there being no response to a long bar moving at the preferred velocity for a bar of optimal length. Percent end-zone inhibition was also maximal at the preferred velocity for a bar of optimal length in the VT S-cell (Fig. 7.5D). The present results confirm and extend those of Orban et al. (1981a), and are in line with other work demonstrating the stimulus inter-dependence of discharge region excitation and end-zone inhibition. Thus Orban et al. (1979b)
Fig. 7.5. Comparison of response suppression by synchronously moving noise backgrounds (upper row) with end-zone inhibition (lower row) as a function of the logarithm of stimulus velocity, in each of 3 end-stopped cells (A+B, C+D, E+F). Upper functions: conventions and derivation as in Fig 7.4, except that bar length was set optimally for each cell. Lower functions: the velocity-response curve for a bar of optimum length is transposed from the appropriate upper function for comparison with that for a 20°-long bar (broken lines fitted to square symbols). Results for a 20°-long bar were derived in precisely the same manner as those for a bar of optimal length. For the long bar, responses are plotted only for motion against a stationary noise background. Triangles represent the ratio of response to the long and to the optimal length bar moving at the same velocity. Thick, solid lines are the by-eye fits to the data points. A+B C97-cell with an AHP function for a bar of optimal length (25°). Minimum response field width 4°, bar width 0.6°, stimulus excursion 6°. The relative response to the combination stimulus remains rather constant (at around 0.5) with stimulus velocity, whereas the relative response to a long bar declines as velocity increases, there being no response to a long bar at the preferred velocity for a bar of optimal length. Thus, percent suppression of bar response by synchronous motion of the noise background is essentially invariant with velocity, while percent end-zone inhibition is velocity-dependent. C+D S9-cell, velocity tuned for a bar of optimal length (4°). Minimum response field width 2°, bar width 0.7°, stimulus excursion 6°. Percent suppression of bar response by synchronous motion of the noise background (around 55%) is essentially invariant with velocity, while percent end-zone inhibition is maximal at the preferred velocity for a bar of optimal length. E+F V98-cell, same cell as in Fig 7.3 C+D (Optimal length bar 1.5°, minimum response field width 2.3°, bar width 0.8°, stimulus excursion 9°. Percent suppression by synchronous motion of the noise background and percent end-zone inhibition (both around 50%) are essentially invariant with velocity. Note however that in this case, the response to the comparison bar remains relatively constant with velocity over a wide range.
reported that end-zone inhibition is orientation-sensitive, being maximal along a cell's receptive field axis orientation. More important in the present context, however, the results indicate that the mechanisms responsible for end-zone inhibition and response suppression by moving noise backgrounds are independent, since in the same end-stopped cells percent suppression by moving noise backgrounds is invariant with velocity, while percent end-zone inhibition is velocity-dependent.

In the VBB, S_{Hh} cell (Fig. 75E and F), both the response suppression caused by synchronous motion of the noise background and end-zone inhibition were essentially invariant with velocity. The possibility that in this cell synchronous motion of the noise background induced a linear subtractive change in firing rate cannot be excluded, since the criterion response remained relatively constant with velocity over a wide range. By the same token, the velocity-invariance of end-zone inhibition in this cell suggests that the magnitude of end-zone inhibition is not dependent on stimulus velocity per se, but is related to the magnitude of discharge region excitation.
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8. DISCUSSION

8.1. NOISE SENSITIVITY OF CELLS IN AREA 17 AND AREA 18

8.1.1. Encounter Frequency of Different Cell Types

The encounter frequency of cells in each class was comparable in areas 17 and 18. C-cells formed the majority of encountered units. S-cells were encountered rather less frequently than TC-cells and A-cells formed only a small minority. The high proportion of C-cells sampled in the present study contrasts markedly with reports that S-cells predominate in both areas 17 and 18 with C-cells comprising some 30% of the population (Henry et al., 1979; Bulmer and Henry, 1979c; Harvey 1980a; Orban and Kennedy, 1981; Martin and Whitteridge, 1984). However, for a number of reasons, noise-sensitive C-cells in both areas 17 and 18 are probably numerically less frequent than their proportions in the present samples suggest.

Stereotaxic coordinates for recordings in area 17 were chosen with the intention of sampling a high proportion of strongly noise-sensitive C-cells, which are located deep in the superficial layers, but predominantly in layer V (Hammond and MacKay, 1977; Hammond, 1978c; Hammond and Reck, 1980b; Wagner et al., 1981; Hammond and Smith, 1982, 1983, 1984). Long penetrations were made down the medial bank of the lateral gyrus during which the electrode sampled layers 1-VI in sequence, but typically remained within the deep layers for many hundred μm. The distribution of C-cells peaks in layer V, where they form the majority of cells (Leventhal and Hirsch, 1978; Henry et al., 1979; Bulmer and Henry, 1979c; Orban and Kennedy, 1981; Martin and Whitteridge, 1984). Thus, the choice of penetration coordinates would partially explain the over-representation of C-cells and account for the heavy bias in favour of those from the deep layers. In area 18, the electrode sampled layers 1-VI in sequence before entering the white matter. Thus, compared with area 17, C-cells formed a slightly lower proportion of recorded units, and the sample of C-cells contained a much higher proportion of superficial-layer cells. The encounter frequency of cells in both areas 17 and 18 was additionally biased by an intentional search for strongly noise-sensitive units. In
particular, a field of moving noise was frequently employed as the sole search stimulus in an attempt to selectively isolate noise-sensitive cells. Finally, the proportion of cells in different classes was almost certainly biased by electrode sampling. In area 17, the depth at which strongly noise-sensitive cells were encountered, and their ease of isolation led Hammond and Smith (1984) to suggest that they are large pyramidal cells at the base of layer III and in layer Vb. In the present study, Group I C-cells in areas 17 and 18, and particularly those in the deep layers, were relatively easy to isolate even with rather low impedance electrodes. Thus, strongly noise-sensitive cells in both areas may be large cells. In area 18, C-cells predominate in layer V (Harvey 1980a; Orban and Kennedy 1984), which contains many large pyramidal cells (Orsula and Hassler 1962; Harvey and Humphrey et al. 1983b). In the superficial layers, Group I C-cells may be the large pyramidal cells on the border between layers III and IV or the large, loosely-packed pyramidal cells which are prevalent some 200μm above this border (Humphrey et al. 1985).

### 8.1.1. Comparisons Of Noise Sensitivity In Areas 17 and 18

The most significant general feature of the results presented in Chapter 5 was the overall similarity between areas 17 and 18 in terms of the noise sensitivity of different cell types, and the association for cells within a class between noise sensitivity and receptive field properties. In each cortical area, comparable differences in response properties were observed between different cell classes, though variations in response properties were observed among cells in a given class which were associated with responsiveness to moving noise.

The similarity in the noise sensitivity of areas 17 and 18 depended on the use of a noise field with an appropriate grain size for cells in the two areas, due to the poorer spatial resolution in area 18, it was necessary to use a larger grain-size noise field in this area to demonstrate the noise sensitivity of Group I and Group II cells (those whose responses to noise were independent of the ‘structure’ in the
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noise sample. At the same time, however, a comparison of Tables 5.1 and 5.4 shows that, although a larger grain-size noise field was used to study area 18, the proportion of Group III (‘structure-sensitive’) cells compared with Group IV (‘noise-unresponsive’) cells was similar in the two areas. It should also be noted that, while the receptive field eccentricity groupings were different in areas 17 and 18, the range of receptive field eccentricities of the cells in the two areas was broadly comparable. Thus, 72% of cells recorded in area 18 had receptive fields within the eccentricity range of those recorded in area 17 (0–10), and 87% had receptive fields within 12 of the area centralis projection. Only 22% of C-cells in area 18 had receptive fields in the range 10–18, and there was no evidence of an increase or decrease in noise sensitivity of C-cells with receptive-field eccentricity. Significantly, however, all S- and B-cells in area 18 which responded to noise motion per se rather than to the individual elements in the noise sample, had receptive fields located more than 10 from the area centralis projection (see section 8.1.3).

(a) Cell Class And Noise Sensitivity

Considering areas 17 and 18 together, most C-cells (72%) were noise-sensitive and the majority (59%) belonged to Group I. The lower proportion of noise-sensitive C-cells in area 18 compared with area 17 could be attributed to the relatively higher proportion of area 18 C-cells recorded in the superficial layers. However, the difference in the proportion of noise-sensitive C-cells in the two cortical areas or in the deep and superficial layers of area 18 was not statistically significant. In both areas, a significant proportion of C-cells was sensitive to the structure in the noise sample and in area 18 some were completely unresponsive to moving noise. Nevertheless, C-cells comprised the vast majority (86%) of noise-sensitive cells and Group I cells belonged almost exclusively (93%) to the C family.

The second highest proportion of noise-sensitive cells (33%) was found among B-cells. However, whereas most (60%) noise-sensitive C-cells belonged to Group I.
the majority (60%) of noise-sensitive B-cells occupied Group II. Compared with their counterparts in area 17, a relatively higher proportion of B-cells in area 18 was noise-sensitive, though this difference was not statistically significant. In area 18, as in area 17 (cf. Henry 1977; Henry et al., 1978b), B-cells tended to have narrower directional tuning and lower spontaneous activity than C-cells. It should be emphasized, however, that the present classification scheme (see Chapter 7) was not identical to that of Henry (1977) and Henry et al. (1978b). Thus, the single B-cell recorded with relatively high spontaneous activity and broad directional tuning would probably not have been so classified by Henry et al. (1978b), although it did exhibit a sharply peaking response profile to a moving bar. Moreover, the distinct lack of correlation between level of spontaneous activity and width of directional tuning in a further two B-cells would have precluded an unequivocal assignment to the B- or the C-class according to the criteria of Henry (1977) and Henry et al. (1978b). Significantly, in both cortical areas, noise-sensitive B-cells had higher spontaneous activity and wider receptive fields than their noise-insensitive counterparts.

Of the twenty-four S-cells recorded from areas 17 and 18, only three were noise-sensitive, though one area 18 S-cell responded vigorously to moving noise. In addition to their relative insensitivity to moving noise as a group, S-cells in both areas were characterized by low or absent spontaneous activity and narrow directional tuning. The vast majority of S-cells were direction selective and strongly dominated by one or other eye. The distinguishing feature of the noise-sensitive S-cell in area 17 was its relatively wide receptive field, while noise-sensitive S-cells in area 18 had peripheral receptive fields and were unique among S-cells in being spontaneously active. Only 5 A-cells were recorded in areas 17 and 18. They were more broadly tuned for direction than S-cells and unresponsive to moving noise.

Area 17

The results on the noise sensitivity of different cell types in area 17 are broadly con-

Area 18
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gruent with previous reports that in striate cortex only complex cells respond to moving texture and that, with respect to their noise sensitivity, complex cells form a rather heterogeneous group (Hammond and MacKay, 1975, 1977, Hammond, 1978; Hoffmann et al., 1980; Hammond and Smith, 1982, 1983, 1984). Hammond and MacKay (1977, 1977) found that the weak response of a small minority of simple cells to a moving field of texture was related to the non-uniformities of grain density in a particular sample. More recently Morrone et al. (1982), while confirming that simple cells are weakly sensitive to motion of partially correlated 2-D noise, also found that some 20% of simple cells responded to motion of random 2-D noise. Since their noise-sensitive simple cells were recorded predominantly in preparations in which cells had high spontaneous activity and properties associated with deep levels of anesthesia, such as broad orientation and spatial frequency tuning, and transient responses to stationary flash-presented bars (Ikeda and Wright, 1974), they suggested that the differences in simple-cell responsiveness to noise might reflect varying states of anesthesia. In the present study the single noise-sensitive S-cell recorded in area 17 did not differ substantially from its noise-insensitive counterparts in directional tuning or level of spontaneous activity, and was encountered during the first recording session. Thus, the noise sensitivity of this S-cell would not seem to reflect deep anesthesia nor could it be attributed to deterioration of the preparation. Thus, the possibility that area 17 simple cells do not form a homogeneous group with respect to noise sensitivity cannot be excluded although it should be emphasized that, since tests for spatial summation within receptive-field subregions were not carried out S-cells in the present study did not correspond directly with simple cells as classified by Hubel and Wiesel (1962). Similarly spatial summation within and antagonism between the receptive-field subregions of simple cells in Morrone et al.'s (1982) study were not demonstrated directly but inferred from the modulation pattern to a drifting sine-wave grating.

Skottun et al. (1985) have claimed in a short report that many simple cells give a response to moving noise which is unrelated to the individual elements in the
noise sample, while many complex cells are noise-insensitive. This is difficult to reconcile with the present results and those of others (Hammond and MacKay, 1975, 1977, Hammond, 1978c, Hoffmann et al., 1980, Hammond and Smith, 1982, 1983, 1984) on the noise sensitivity of cells in area 17. One possible source of discrepancy is the classification scheme employed by Skottun et al. (1985). Cell classification was based on the presence or absence of modulation of response to a drifting sine-wave grating, and the degree of response modulation alone does not classify all neurones unequivocally as simple or complex (Pollen et al., 1978, Glezer et al., 1980, Kuhiowski and Bishop, 1981, 1982, Dean and Tolhurst, 1983).

A further consideration which applies to all studies of noise sensitivity of cortical cells is level of anaesthesia. Area 17 complex cells with the strongest sensitivity to noise are located in the deep layers (Hammond and MacKay, 1977, Hammond, 1978c, Hammond and Smith, 1982, 1983, 1984) and during slow-wave sleep activity in the deep layers is depressed compared with that in the superficial layers (Livingstone and Hubel, 1981). Moreover, in the present study, the response to moving noise could often be selectively improved by lightening anaesthesia as far as was consistent with monitoring criteria indicative of a satisfactory behavioural state. On the other hand, the broadening of orientation and spatial frequency tuning of cortical cells during deep anaesthesia (Ikeda and Wright, 1974) suggests a weakening of the effects of intracortical inhibition and there is evidence that simple-cell insensitivity to noise is due to intracortical inhibition (see below). Thus deep anaesthesia probably renders simple cells more and complex cells less sensitive to moving noise.

The weak noise sensitivity of area 17 B-cells (Hammond and Smith, 1982, 1983, 1984) was confirmed in the present study though one B-cell was found in Group I. Since among B-cells it had a relatively wide receptive field and high spontaneous activity, it may have been classified as a 'conventional' complex cell by Hammond and Smith (1982, 1983, 1984). These complex cells and C-cells in the present study showed the greatest sensitivity to moving noise as a group, but substantial variation in noise sensitivity which was associated with secondary response...
properties (Hammond and Smith 1983, 1984 and see below)

Area 18

The present study represents the first attempt to compare the noise sensitivity of area 17 and area 18 cells with receptive fields at comparable eccentricities using identical animal preparation, experimental procedure, visual stimulation and cell classification. For a variety of reasons outlined in the Introduction, results from the small number of studies, in which various types of 2-D random patterns have been used as stimuli in area 18, are not directly comparable with the present results or those of previous studies of noise sensitivity of area 17 cells (Hammond and MacKay, 1977, 1977 Hammond and Smith, 1982, 1983, 1984). However, most authors (Orban et al., 1975, Orban and Callens, 1977a, Gibson et al., 1970, Schoppmann, 1981, Hoffmann et al., 1984) have reported the existence of cells in area 18 which respond to 2-D random stimuli and using the same random noise stimuli as in the present study. Hammond and MacKay (1977) found excellent texture response in cells recorded incidentally from area 18. Dunse and von Seelen (1981b) on the other hand, reported that area 18 cells respond weakly or not at all to motion of Gaussian noise. In this study, the absence of response to moving noise cannot be attributed to excessively deep anaesthesia since animals were maintained on nitrous oxide/oxygen mixtures alone during recording sessions and used as the sole anaesthetic. Nitrous oxide is inadequate to maintain anaesthesia in cats (Richards and Webb, 1975; Hammond, 1978a). Dunse and von Seelen (1981b) suggest that the relatively weak noise sensitivity they found in area 18, compared with that reported by Hammond and MacKay (1977) and Orban and Callens (1977a), reflects the different spatial frequency ranges of the noise processes used in different studies. One assumes that the spatial frequency of the Gaussian noise used by Dunse and von Seelen (1981b) was too high for area 18 cells.

The closest parallel with the present study is that of Orban and Callens (1977a)
who reported that in area 18 simple cells give little or no response to motion of a random square pattern which drives both end-free and end-stopped complex cells. However, the two studies are not directly comparable. Orban and Callens (1977a) cells were recorded in the peripheral projection of area 18 (receptive field eccentricity 10°-20°), whereas the receptive fields of most units in the present study were in the range 5-10°, and none was located more than 18° from the area centrals projection. Further, the large element size (1° X 1°) in the pattern used by Orban and Callens (1977a) while presumably reflecting the receptive field size of recorded units contrasts markedly with the average grain size (1°) of the present visual noise stimulus. Finally, Orban and Callens (1977a) did not use stationary flash-presented stimuli to classify cells, and thus could not distinguish between simple and B cells. Nevertheless, Orban and Callens (1977a) finding that cells which give a modulated response to a drifting sine wave grating and have low spontaneous activity and inhibitory sidebands respond weakly to motion of a random square pattern is in line with the weak noise sensitivity of most S- and B-cells in the present study. Moreover, Orban and Callens (1977a) report that among cells with inhibitory sidebands the relative response to a random pattern (compared with the response to a moving grating) was related to level of spontaneous activity. Among area 18 S- and B-cells in the present study, those sensitive to noise were unique in being spontaneously active, and the Group I B-cell had high resting discharge. Since Orban and Callens (1977a) complex cells lacked inhibitory sidebands and thus almost certainly did not include B cells, they probably correspond closely to the C-cells of the present study. Both studies agree that this cell type shows the greatest sensitivity to noise, although a minority of C-cells in the present sample were insensitive to noise.

(b) C-cells: Noise Sensitivity and Response Properties

In each area, C-cells had the broadest directional tuning and the highest spontaneous activity. In addition, a similarly high proportion of C-cells in the two...
cortical areas was direction-selective or received good binocular drive. Substantial differences in response properties of C-cells were found not between those sensitive and insensitive to noise, but between Group I cells and the remaining C-cells. Group I C-cells in areas 17 and 18 were strikingly similar in response properties. Among C-cells, they had relatively broad directional tuning and contained a relatively high proportion of direction-selective and binocularly-driven cells. Indeed, the vast majority of C-cells which were direction-selective or which received comparable drive through either eye were found in Group I. None of these differences could be attributed to pooling cells with receptive fields in different eccentricity classes. In general, the important determinant of response properties was group membership rather than whether a cell was encountered in the superficial or deep layers. However, in area 18, the proportions of binocularly-driven and direction-selective cells among C-cells in Group I was higher for deep-layer cells considered separately.

The only significant difference in the response properties of Group I C-cells in the two cortical areas was in level of spontaneous activity. Group I C-cells in area 17 had higher spontaneous activity than their counterparts in area 18, but in both areas C-cells in Group I had higher spontaneous activity than other C-cells. In area 18, deep-layer C-cells had higher spontaneous activity than superficial-layer C-cells. The relatively high spontaneous activity of Group I C-cells in area 18 did not simply reflect the high proportion of deep-layer C-cells they contained. It should be emphasized that high spontaneous activity was a real attribute of Group I C-cells; they were often recorded early in an experiment and in the same penetration as cells with low or absent spontaneous activity and poor noise-sensitivity. On the other hand, the possibility that the good noise sensitivity of Group I C-cells simply reflected a high overall level of excitability for example as a result of damage by the electrode, could be excluded. On the contrary, irrespective of cell type, a rapid and dramatic increase in spontaneous activity was always associated with a decrease in responsiveness. In any event, assignment to groups I-IV was made on the basis of relative preference for noise and bar
stimuli Although cortical cells may well receive separate bar and noise inputs (see section 8.3.2), one would not expect damage to Group I cells to lead in every case to a relative improvement in response to moving noise.

There was some indication that among C-cells responsiveness to moving noise was associated with receptive field width. In area 17, only those superficial-layer C-cells with the widest receptive fields were found in Group I. In area 17, the noise-insensitive superficial layer C-cells had conspicuously narrow receptive fields while among deep-layer C-cells, those in Group II had narrower receptive fields than those in Group I. Most C-cells with restricted length summation were found in Group I. Localized length summation however was not a necessary condition for good noise sensitivity of C-cells nor did the presence of end-inhibition preclude vigorous responsiveness to moving noise.

**Area 17**

The finding that group membership (on the basis of responsiveness to moving noise) was the important determinant of receptive field properties of area 17 C-cells seems at variance with reports (Leventhal and Hirsch, 1978; Hammond and Smith, 1983, 1984) that compared with superficial-layer complex cells those in the deep layers have relatively large receptive fields, high spontaneous activity and broad directional tuning and more often receive comparable drive through either eye. Bishop et al. (1980) also found that deep-layer complex cells had higher spontaneous activity than those in the superficial layers. The interlaminar differences in complex cell properties reported by Leventhal and Hirsch (1978) and Bishop et al. (1980) may be attributable in part to the inclusion in the sample of superficial-layer complex cells of B-cells which have low spontaneous activity, small, sharply tuned receptive fields and are predominantly monocularly-driven (Henry 1977; Henry et al. 1978; Orban and Kennedy, 1981; Hammond and Smith, 1984). However, in a sample of noise-sensitive complex cells which largely excluded B-cells, Hammond and Smith (1983, 1984) found that those in the deep...
layers were more broadly tuned for direction and had higher spontaneous activity than those in the superficial layers. Further, in contrast to superficial-layer complex cells, deep-layer complex cells were uniformly direction-selective. The present results are, however, consistent with reports (Hammond and Smith 1983, 1984) that, compared with deep-layer complex cells, those in the superficial layers show greater heterogeneity in response properties, which is to some extent associated with noise sensitivity. In the superficial layers, direction-selective cells show greater sensitivity to noise than bidirectional cells and those with suppression of firing in the non-preferred (null) direction have high spontaneous activity and broad directional tuning (Hammond and Smith 1983, 1984). These latter cells are similar to deep-layer complex cells, which show the greatest sensitivity to noise. In the present study, the number of C-cells in the superficial layers was too small to allow quantitative comparisons with those in the deep layers, but superficial- and deep-layer Group I C-cells had comparable properties. Among superficial-layer C-cells, those in Group I had little in common with those in Group III, which had conspicuously small receptive fields, narrow directional tuning, and low spontaneous activity, and which were monocularly driven and bidirectional for bar motion and showed substantial length summation. This is consistent with the finding that in area 17 superficial-layer complex cells which gave a negligible response to moving noise had small, sharply tuned receptive fields showed substantial length summation and had low spontaneous activity (Hammond and Smith 1984).

The present finding that deep-layer Group I C-cells in area 17 had broad directional tuning and high spontaneous activity and were predominantly direction-selective and binocularly driven is consistent with previous descriptions of strongly noise-sensitive deep-layer complex cells in striate cortex (Hammond and Smith 1983, 1984). However, Hammond and Smith (1983, 1984) reported that all end-stopped complex cells in the deep layers were strongly sensitive to noise whereas, in the present study, 30% of deep-layer C-cells were found outside Group I, and only one of these was end-stopped. The insensitivity to noise of this cell is unlikely.
to be due to the presence of end-zone inhibition, since Hammond and Shorrocks (1987) have recently reported that end-stopped cells show little evidence of end-inhibition when tested with moving texture. The deep-layer C-cells with weak sensitivity to noise may be layer VI cells which were recorded rarely by Hammond and Smith (1983, 1984) (see Hammond and Ahmed, 1985) and have uniform low spontaneous activity and sharp directional tuning (Weyand et al., 1986) narrow receptive fields within which there is substantial length summation (Gilbert, 1977) and are predominantly monocularly-driven (Ferster, 1983).

Overall, the present finding that the vast majority of direction-selective C-cells and all those in the deep layers, belonged to Group I is consistent with reports that direction-selective complex cells show the greatest sensitivity to moving noise (Hammond and Smith, 1983, 1984) and have broader directional tuning and higher spontaneous activity than direction-biased and bidirectional complex cells (Hammond, 1982).

Area 18

As a group, deep-layer C-cells in area 18 were more sensitive to noise than their counterparts in the superficial layers. Thus, although there was no significant difference between the proportions of noise-sensitive C-cells in the deep and superficial layers, a relatively higher proportion of deep-layer C-cells belonged to Group I. Moreover, among noise-sensitive cells, deep-layer C-cells were confined to Group I whereas superficial-layer C-cells were distributed evenly between Groups I and II. These results parallel the interlaminar difference in noise sensitivity of area 17 complex cells (Hammond and MacKay, 1977; Hammond and Smith, 1983, 1984) and are consistent with the observation of Orban et al. (1975) who found that in a small sample of area 18 cells, those which responded well to motion of a random square pattern were, on average, encountered deeper in the cortex than other cells. In addition, the association between noise sensitivity and response properties of superficial-layer C-cells in area 18 was comparable to that
reported by Hammond and Smith (1983, 1984) for superficial-layer complex cells in area 17. Among superficial-layer cells, those in Group 1 had significantly wider receptive fields than other C-cells, thus paralleling the difference between noise-sensitive and noise-insensitive C-cells in area 17 (Hammond and Smith, 1984, present study). Among superficial-layer C-cells, those in Group 1 had higher spontaneous activity and broader directional tuning than those in other groups, and were predominantly direction-selective with null suppression. This is in line with results from area 17 (Hammond and Smith, 1983, 1984) where in the superficial layers, direction-selective complex cells showed the strongest sensitivity to noise and those with null suppression had broad directional tuning and high spontaneous activity. On the other hand, among superficial-layer C-cells, the proportion of direction-selective cells was not significantly higher in Group 1 than in other groups. Thus, as in area 17 (Hammond and Smith, 1983, 1984), both direction-selective and bidirectional, superficial-layer C-cells could show weak or negligible responses to moving noise. Among Group 1 C-cells, those in the superficial layers were more heterogeneous in spontaneous activity than those in the deep layers and overall superficial-layer C-cells had lower spontaneous activity than deep-layer C-cells. Those interlaminal differences paralleled those found in area 17 (Leventhal and Bires, 1978, Bishop et al., 1980, Hammond and Smith, 1983, 1984), and are consistent with the report (Ferster, 1981) that in area 18, spontaneous activity is higher in layer V than in other layers. As in area 17 (Hammond and Smith, 1983, 1984), the association between noise sensitivity and ocular dominance was stronger for deep than for superficial-layer C-cells. Hammond and Smith (1983, 1984) found that with one exception, deep-layer complex cells received comparable drive through either eye whereas a few cells in the superficial layers received strong monocular drive. However, in area 17, binocularity prevailed among noise-sensitive complex cells in the superficial layers, whereas in the present study superficial-layer noise-sensitive C-cells in area 18 were equally likely to receive strong monocular or binocular drive while only 40% of superficial-layer Group 1 C-cells received comparable drive through either eye. This reflects the overall difference in ocular dominance of the superficial layers in each area.
the majority of cells in the superficial layers of area 17 receive comparable drive through either eye, whereas superficial-layer cells in area 18 are predominantly monocularly-driven (Ferster, 1984).

As in area 17 (Hammond and Smith, 1983, 1984), the association between noise-sensitivity and response properties was stronger for deep-layer C-cells than for those in the superficial layers. Deep-layer Group I C-cells were broadly tuned for direction and all had high spontaneous activity. With one exception, they received comparable drive through either eye and were direction selective. These properties are remarkably similar to those reported for deep-layer complex cells with strong noise sensitivity in area 17 (Hammond and Smith, 1983, 1984). There is considerable attraction in the hypothesis that, as in area 17 (Hammond and Smith, 1984), strongly noise-sensitive C-cells in the deep layers of area 18 are confined largely to layer V. Indeed, layer V cells in area 18 which project to the NOT are strongly sensitive to motion of 2-D random noise (Schoppmann, 1981). while area 18 cells which project to the pons respond vigorously to motion of multiple spot patterns (Gibson et al., 1978) and the cortico-pontine projection from area 18 arises from layer V pyramidal cells (Gibson et al., 1976, Albus et al., 1981).

A significant proportion of deep-layer C-cells in area 18 was sensitive to the structure in the noise sample and some were completely unresponsive to noise. They had lower spontaneous activity than deep-layer Group I C-cells and narrow directional tuning. Most were monocularly driven and none was direction selective. It remains to be determined whether these are predominantly layer V or layer VI cells. On the one hand, Harvey (1980b) claims that layer VI cortico-thalamic C-cells are not obviously distinguishable from layer V cortico-collicular C-cells, while Ferster (1981) reports that, compared with layer V cells, those in layer VI have lower spontaneous activity and more often receive strong monocular drive.
8.3. Explanations For The Noise Sensitivity Of Different Cell Types

The weight of available evidence (Garey, 1971; Garey and Powell, 1971; LeVay and Gilbert, 1976; Davis and Sterling, 1979; Hornung and Garey, 1981; Freund et al., 1985a, but see Einstein et al., 1987) suggests that specific afferents to visual cortex make exclusively Type 1 synapses (Gray, 1989; Colonnier, 1988) which are thought to be excitatory (Eccles, 1964; Uehzono, 1967; Peters et al., 1976). Accordingly, there is little electrophysiological evidence for monosynaptic thalamo-cortical inhibition (Creutzfeldt and Ito, 1968; Toyama et al., 1974; Ferster and Lindstrom, 1983). Thus since the vast majority of X-Y and W-cells in the retina and visual thalamus respond to moving noise (Mason, 1979a,b, 1983; Hoffmann et al., 1980; Ahmed and Hammond, 1983; Hoffmann and Stone, 1985), the differential noise sensitivity of different cell types in areas 17 and 18 would seem to be mediated intracortically. Some non-concentric W-cells in the retina fail to respond to motion of a field of visual noise due to the presence of a strong inhibitory receptive field surround (Hoffmann and Stone, 1985), but this cell type is extremely rare. By the same token, some 20% of cells in the thalamus show suppression of spontaneous activity to whole-field noise motion, which is associated with the presence of a strong suppressive field, but in many cases response peaks are superimposed upon such suppression (Mason, 1979a,b).

Possible explanations for S-cell insensitivity to moving noise are legion. It is known that area 17 S-cells possess inhibitory sidebands (Bishop et al., 1973; Kato et al., 1978; Palmer and Davis, 1981) and Orban and Callens (1977a) demonstrated the presence of sideband inhibition in area 18 cells which were unresponsive to motion of a random square pattern. Hammond (1978c) suggested that a global stimulus such as moving noise is inadequate to overcome the sea of inhibition surrounding the simple-cell field, as indicated by evidence following intracortical blockades of intracortical inhibition (P. Hammond, D. M. MacKay, A. M. Sillito, unpublished observations). Another possibility is that in S-cells in both area 17 (Hammond and MacKay, 1977, 1979, 1981b) and area 18 (present study), the absence of re-
response to moving noise and the suppression of responses to optimally-oriented bar stimuli by in-phase background noise motion are an expression of the same noise-sensitive inhibitory input. On the other hand, it has been suggested (Burr et al., 1981; Morrone et al., 1982) that an inhibitory input at orientations outside the orientation bandwidth of simple cells prevents them responding to motion of 2-D random noise. Simple cells do respond to motion of 1-D noise which contains the same spatial frequencies as the 2-D noise to which they are unresponsive. However, this response is suppressed by stimulation with a second 1-D pattern at any orientation outside the cell's orientation tuning curve. Burr et al. (1981) and Morrone et al. (1982) argue that motion of 2-D noise provides inhibition over a wide range of spatial frequencies and orientations which is sufficient to overcome the excitation from a subset of energy falling within a cell's orientation and spatial frequency bandwidth. This argument rests on the assumption that when presented with a 1-D stimulus, simple cells integrate along the axis of optimum orientation. However, Hammond and MacKay (1981a, 1981b) demonstrated that simple cells do not show linear length summation in response to bars composed of segments of opposite polarity. Small elements of reversed contrast to a driving oriented stimulus caused either response attenuation much greater than predicted on the basis of linear spatial summation, or total abolition of response. This finding alone would predict the poor sensitivity of simple cells to motion of 2-D noise without postulating the "cross-orientation inhibition" described by Burr et al. (1981) and Morrone et al. (1982). Like area 17 simple cells (Hoffmann and von Seelen, 1978), simple cells in area 18 have high signal-to-noise thresholds for the detection of a moving bar embedded in a field of stationary noise (Dene and von Seelen, 1981b), suggesting that they too may be intolerant of luminance gradient reversal along the axis of optimum orientation.

Most area 17 simple cells classified qualitatively according to Hubel and Wiesel (1962) show approximately linear spatial summation when tested with quantitative techniques (Movshon et al., 1978a; Andrews and Pollen, 1979; Kulikowski and Bishop, 1981; Dean and Tolhurst, 1983), and thus might not be expected
to respond to motion of visual noise, which results in little or no nett change in flux across the receptive field. Conceivably, noise-sensitive simple or S-cells (Morrone et al., 1982; present study) are those which show the greatest departure from linearity of spatial summation. In the present study, the noise-sensitive S-cell recorded in area 17 may have been such a non-linear simple cell, since tests for spatial summation within receptive field subregions were not carried out. On the other hand, one would expect the presence or absence and magnitude of response to moving noise in non-linear simple cells to be related to the degree to which they tolerate luminance gradient reversal along the line of optimum orientation (Hammond and MacKay, 1981a, 1983b).

Since the available data from electrical stimulation studies suggest that some 50% of area 17 simple cells are driven by Y afferents (Singer et al., 1975; Henry et al., 1979; Bullock and Henry, 1979a,b,c; Mustari et al., 1982; Martin and Whitteridge, 1984), linearity of spatial summation would not seem to be determined by the functional type of thalamic input. Linear simple cells have completely discrete excitatory and inhibitory receptive field subregions (Movshon et al., 1978a, Dean and Tolhurst, 1983) and, rather than reflecting the spatial organization of the excitatory geniculate input as postulated by Hubel and Wiesel (1962), these subregions would seem to be established by intracortical inhibition. The excitatory discharge centres of simple cells are basically round rather than elongated in the plane of optimal orientation (Greutzfeldt et al., 1974; Lee et al., 1977; Sillito et al., 1980b) and simple cells lose their discrete ON and OFF subregions during pontine blockade of GABA-mediated intracortical inhibition (Sillito, 1975). The inhibitory input could derive from a simple cell whose receptive field is superimposed on that of its target neurone but with the sign of each receptive field subregion reversed; such pairs of simple cells have been recorded simultaneously by Palmer and Davis (1981). Alternatively, each subregion could be generated by inhibition from cells with a single ON or OFF receptive field area, as has been demonstrated by cross-correlation techniques (Toyama et al., 1984a,b). Multipolar stellate cells whose axons ramify locally and make type 2 (presumed inhibitory) synapses (LeVay,
1973, Lund et al., 1979; Peters and Regidor, 1981), would seem ideal candidates for providing such inhibition. The inhibition which establishes the discrete, mutually-antagonistic receptive field subregions of simple cells would at the same time prevent them responding to moving noise in the absence of a noise-sensitive inhibitory input.

Since the thalamic input to area 18 derives almost exclusively from Y-afferents, it is generally accepted that cells in this area summate non-linearly. If, however, the noise insensitivity of area 17 simple cells partially reflects their linearity of spatial summation, it can no longer be assumed that S-cells in area 18, which are also largely noise-insensitive, show non-linear spatial summation. Area 18 receives a small but significant X-input (Tretter et al., 1975, Dicher et al., 1980, Harvey, 1980a; Meyer and Albus, 1981b; Humphrey et al., 1985b), and a projection from layer IV spiny stellate cells in area 17 (Meyer and Albus, 1981a), which have simple or S-type receptive fields (Kelly and van Essen, 1974, Lin et al., 1979; Gilbert and Wiesel, 1979, 1983, Martin and Whitteridge, 1984). In addition there is substantial anatomical evidence (Holland and Vanegas, 1977, Ferster and LeVay, 1978, Leventhal and Keens, 1978, Meyer and Albus, 1981b) for a projection to area 18 from thalamic W-cells, some of which show linear spatial summation (Sur and Sherman, 1982b). Thus, at least some area 18 cells must receive an input from cells showing linear spatial summation, though this does not of course imply that the recipient cell itself summates linearly. Area 17 B-cells are driven by X-afferents (Henry et al., 1983) but show clear non-linearities of spatial summation (Kulikowski and Bishop, 1982). Moreover, cells receiving a convergent linear and non-linear input would be expected to show certain non-linearities of spatial summation. S-type cells in area 18 give a modulated response to a drifting sine-wave grating (Orban and Callens, 1977a). At least in area 17, the degree of response modulation is closely correlated with the degree to which excitatory and inhibitory subregions are discrete, and cells with completely discrete subregions show linear spatial summation (Movshon et al., 1978a, Dean and Tolhurst, 1983).

Pertinently, linear spatial summation has been demonstrated in a cell located...
in the area 17/18 border region with a large receptive field (Kulikowski et al., 1981), and simple cells classified according to Hubel and Wiesel (1962), which show spatial summation within receptive field subregions, are common in area 18 (Ferster, 1981).

A number of factors may contribute to the relatively weak sensitivity of B-cells to moving noise. There is evidence that, like S-cells, B-cells possess inhibitory sidebands (see Orban, 1984), as their sharply-peaking histogram profiles in response to moving bar stimuli suggest. Indeed, the area 17 complex cells with inhibitory sidebands described by Albou and Fries (1980), and some of the 'simple' cells described by Sherman et al. (1988) [having by their definition inhibitory sidebands], were probably B-cells. It is thus significant that among B-cells in each area, those sensitive to noise had relatively wide receptive fields, which may reflect weak sideband inhibition. The low spontaneous activity of most B-cells suggests that they receive a tonic inhibitory input, possibly from Group I C-cells with high resting discharge. If the tonic inhibition which suppresses spontaneous activity is generated through the same intracortical mechanisms that produce inhibitory sidebands, noise sensitivity might reflect to some extent the balance between excitatory and inhibitory inputs. In this context it is noteworthy that among B-cells those sensitive to noise were unique in being spontaneously active, while Group I B-cells had high resting discharge levels. In area 18, all noise-sensitive B- and S-cells had receptive fields located more than 10° from the area centralis projection. This finding in a small sample of cells conceivably reflects a genuine increase in the noise sensitivity of B- and S-cells with receptive field eccentricity, possibly due to a decline in the effectiveness of intracortical inhibition (see Orban, 1985). It accounts for the slight areal difference in the noise sensitivity of B-cells. B-cells are intolerant of luminance gradient reversal along the axis of optimum orientation (Hammond and MacKay, 1983) which, as in S-cells, would predict their poor sensitivity to moving noise. The noise sensitivity of B-cells in area 17 may also reflect their spatial summation properties. Area 17 silent periodic cells, which resemble B-cells in secondary response properties, show less pronounced non-linearities of
spatial summation than other complex cells, and respond weakly to moving noise
(Kulikowski and Bishop, 1982). Indeed, the available evidence suggests that at
least in area 17, cells can be categorized in ascending order of non-linearity from
linear simple cells through non-linear simple cells and B-cells to the most typical
highly non-linear C-cells (Movshon et al., 1978a,b, Andrews and Pollen 1979,
Kulikowski and Bishop, 1981, 1982, Dean and Tolhurst, 1983). The noise sensitiv­
ity of different cell types may partially reflect this pseudo-continuum of linearity of
spatial summation. The non-linear spatial summation of area 17 C-cells, coupled
with their relative tolerance of luminance gradient reversal along the axis of opti-
mal orientation (Hammond and MacKay, 1983a, 1983b), would predict their strong
sensitivity to moving noise. It seems reasonable to suppose that C-cells in area 18
also summate non-linearly, since they give only an unmodulated response to a
drifted sine-wave grating (Orban and Callens, 1977a) and receive thalamic input
predominantly via Y-af ferts (Harvey, personal). Thus it is difficult to account
for the insensitivity to noise found in a significant minority of C-cells in areas 17
and 18. The same cells in area 18 have their responses to bar motion strongly
suppressed by synchronous background noise motion. Thus, in the absence of
plausible alternative explanations, the lack of response to noise and the suppres-
sion of bar-evoked responses may be an expression of the same noise-sensitive
inhibitory input from Group 1 C-cells (see section 8.1.1). The low spontaneous
activity of noise insensitive C-cells suggests that they receive at least a tonic
inhibitory input possibly from Group 1 C-cells which have characteristically high
resting discharge.

8.1.4. Group 1 C-Cells: Noise-Sensitive Inputs And Outputs

Since S-cells are, with few exceptions, noise-insensitive (Hammond and MacKay,
1975, 1977 Morton et al, 1982 present study) they cannot provide the sole
input to complex cells, as originally postulated by Hubel and Wiesel (1962). How-
ever, it is now well established that some complex cells in area 17 receive monosy-
The differential velocity sensitivity for bar and noise motion in noise-sensitive cells (Hammond and Reck, 1980b; Hammond and Smith, 1983, and see Chapter 6) might suggest that they receive their major noise-sensitive input via the Y-cell system. However, X-, Y- and W-cells in the retina and visual thalamus respond at velocities above the upper cut-off for most area 17 cells (Cleland and Levick, 1974a; Stone and Fukuda, 1974; Lee and Willshaw, 1978; Dreher and Sefton, 1979; Cleland and Harding, 1983; Frishman et al., 1983; Cleland and Lee, 1985; Orban et al., 1985), and the differences in velocity sensitivity of cells in this area would seem to be mediated intracortically (Goodwin and Henry, 1978; Patel and Sillito, 1978; Sillito et al., 1980a). Duyens et al. (1982, 1984, 1985a,b). Moreover, the differences in velocity sensitivity of X- and Y-cells for bar motion are due almost entirely to spatial factors (Hamasaki and Cohen, 1977; Bullier and Norton, 1976; Lehmkühle et al., 1980; Lennie, 1980; Cleland and Harding, 1983; Troy, 1983b; Cleland and Lee, 1985), and it is by no means certain that similar differences would obtain for motion of a global stimulus such as moving noise. However, results from electrical stimulation studies do suggest that the Y-cell system provides the major noise-sensitive pathway to Group I C-cells, since C-cells in layer III and some of those in layer V receive monosynaptic input from the dLGN via Y-afferents (Henry et al., 1983; Ferster and Lindstrom, 1983; Martin and Whitteridge, 1984). Martin and Whitteridge (1984) reported that monosynaptically excited cells in the superficial layers tended to be located deep in layer III, as are strongly noise-sensitive complex cells (Hammond and Smith, 1983, 1984). Anatomical studies (Hornung and Gary, 1981; Freund et al., 1985a,b) have demonstrated that thalamic afferents in layer IV make contact with the basal dendrites of layer III IV border pyramids and the apical dendrites of some layer V pyramidal cells while pyramidal cells in layer Vb could receive monosynaptic input on their basal dendrites which extend into layer VI (Lund et al., 1979; Gilbert and Wiesel, 1979; 1983; Martin and Whitteridge, 1984). In addition, some Y-axons which innervate layer IV have
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collaterals which enter layer V (Freund et al. 1985a; Humphrey et al. 1985a). However, the W-input to area 17, which arrives in layer 1 and at the layer III/IV and IV/V border regions (Leventhal, 1979), may contribute to the noise sensitivity of Group I C-cells. W-cells in the retina (Ahmed and Hammond, 1983; Hoffmann and Stone, 1985) and visual thalamus (Mason, 1976a,b) respond to moving noise, and all W-subtypes including direction-selective cells, project to the dLGN (Cleland et al. 1976; Wilson et al. 1976; Stanford et al. 1980). Pyramidal cells in layers III and V could receive an input from W-afferents on their basal dendrites or via their apical dendrites which branch in layer 1 (Lund et al. 1979, Gilbert and Wiesel 1979, 1983, Martin and Whitteridge, 1984). Indeed, Dreher et al. (1980) have reported physiological evidence for a direct W-input to many superficial layer cells with wide receptive fields in area 17.

Further processing of noise sensitivity in area 17 could occur via the strong reciprocal connections between layers III and V. Cells in layer Va have recurrent projections to the superficial layers (Lund et al. 1979, Gilbert and Wiesel 1979, Martin and Whitteridge, 1984); which in turn project heavily to layer V (Creutzfeldt et al. 1977, Henry et al. 1978b; Lund et al. 1979, 1981a, 1983, Martin and Whitteridge, 1984). Moreover, Gilbert and Wiesel (1983) and Martin and Whitteridge (1984) have described complex or C-cells with such ascending and descending projections, and there is evidence that the collateral projection from the superficial layers excites C-cells in layer V. Thus, axon collaterals of layer III pyramidal cells make type 1 (presumed excitatory) synapses in layer V (Kisvarday et al., 1980); and antidromic stimulation of cortico-cortical efferents of layer III cells produces short-latency EPSPs in some layer V complex cells (Ferster and Lundstrom, 1983). In addition, these interlaminar projections pyramidal cells in layers III and V have axonal arborizations in their laminae of origin (Lund et al. 1979, Gilbert and Wiesel, 1979, 1982, Martin and Whitteridge, 1984) where they make type 1 contacts predominantly with other pyramidal cells (Anderson et al. 1985, Kisvarday et al. 1986, Gabbott et al. 1987). Notably a giant pyramidal (Meynert) cell in layer V of area 17 with strong binocular drive.
and a large C-type receptive field has been shown to make abundant contacts with other Meynert cells in the same layer (Anderson et al., 1985; Gabbott et al., 1987). Thus, there is ample scope for the processing of noise sensitivity via circuits that do not involve S-cells, though C-cells may indeed receive some component of their excitatory drive from S-cells. In particular, C-cells may be the recipients of the projection to the superficial layers from layer IV spiny stellate cells and star pyramids (Lund et al., 1979; Gilbert and Wiesel, 1979, 1983; Peters and Regidor, 1981; Martin and Whitteridge, 1984), which have S-type receptive fields (Kelly and van Essen, 1974; Lin et al., 1979; Gilbert and Wiesel, 1979, 1983; Martin and Whitteridge, 1984). Indeed, there is now physiological evidence for such a projection (Ferster and Lindstrom, 1983, 1985).

As in area 17, some C-cells in area 18 receive a monosynaptic input from the thalamus (Tretter et al., 1977; Harvey, 1980a). Since Y-af f erents provide the predominant thalamic input to area 18, they must also be responsible for the major noise-sensitive pathway to Group I C-cells in this area, although a contribution from the W-cell input to area 18 (Hollander and Vanegas, 1977; Ferster and LeVay, 1978; Leventhal and Keens, 1977; Gerstet, 1980; Meyer and Albus, 1981b) cannot be excluded. The vast majority of C-cells in the infragranular layers and all layer V cortico-tectal cells are indirectly driven by thalamic afferents (Harvey, 1980a, b). These cells presumably receive their noise-sensitive input predominantly from directly-driven C-cells in layers IIIb and IVa (Harvey, 1980a) which could also supply indirectly-driven C-cells in the superficial layers. Monosynaptically excited Group I C-cells in the superficial layers may be the border pyramids whose basal dendrites extend into layer IV and make contact with Y-af f erents (Freund et al., 1985b), or the large pyramidal cells prevalent some 200 μm above the border with layer IV (Humphrey et al., 1985b), which could receive a direct input from Y-af f erents whose arborizations extend some 200-400 μm into layer III (Freund et al., 1985a; Humphrey et al., 1985b).

There is good reason to suspect that areas 17 and 18 receive noise-sensitive input.
via the strong reciprocal connections between the two areas. These projections arise predominantly from the supragranular layers, but also from the deep layers, and involve some of the large pyramidal cells in layers III and V (Gilbert and Kelly, 1975; Gilbert and Wiesel, 1984b; Meyer and Albus, 1984a; Symonds and Rosenquist, 1984b; Bulher et al., 1984b; Martin and Whitteridge, 1984). Indeed, it has been claimed that the projection from area 17 to area 18 derives predominantly from C and B-cells (Bulher et al., 1984b). Cells projecting to area 18 from the superficial layers of area 17 are concentrated in layer III and the III/IV border region (Gilbert and Wiesel, 1984b; Bulher et al., 1984b) where strongly noise-sensitive cells are found (Hammond and Smith, 1983, 1984). Since some superficial-layer cells in area 17 with cortico-cortical efferents also project to layer V (Gilbert and Wiesel, 1984a; Ferster and Lundstrom, 1983), it is conceivable that the same Group I C-cell in layer III of area 17 provides noise-sensitive input to the infragranular layers and to area 18. Area 18 cells projecting to area 17 are found throughout the superficial layers, although there is a slight sparing of the layer III/IV border region (Bulher et al., 1984b). It may be significant that in the superficial layers of area 18, large pyramidal cells are prevalent some 200μm above this border (Humphrey et al., 1985b).

Connections between the infragranular layers of areas 17 and 18 are restricted largely to layer V (Bulher et al., 1984b), where C-cells are predominant (Leventhal and Hirsch, 1978; Henry et al., 1979; Bulher and Henry, 1979c; Harvey, 1980a; Orban and Kennedy, 1981; Martin and Whitteridge, 1984). There is some evidence that the projection from layer V arises via axon collaterals of subcortically-projecting cells (Meyer and Albus, 1984a; Martin and Whitteridge, 1984) and layer V cells which project to the pons (Gibson et al., 1978) or to the NOT (Schoppmann, 1981) respond vigorously to motion of random patterns. Cells in areas 17 and 18 which project to the superior colliculus or to the pulvinar are large pyramidal cells in layer V (Gilbert and Kelly, 1975; Mason, 1978; Lund et al., 1979), which are also probably strongly noise-sensitive (see below). Indeed, Mason (1981) found good noise sensitivity in fibre recordings from both these
areas, and there is evidence for substantial branching in subcortical projections to pre-oculomotor structures (Albus and Donati-Oliver, 1977; Lund et al., 1979; Schoppmann, 1981; Baker et al., 1983a). Moreover, some subcortically projecting C-cells in layer VB including giant pyramidal cells, have been shown to innervate the infragranular layers of area 18 (Martin and Whitteridge, 1984; Martin, 1984). Finally, further processing of noise sensitivity potentially occurs via the reciprocal connections of areas 17 and 18 with the cortico-recipient zone (CRZ) of the pulvinar (Kawamura et al., 1974; Updyke, 1977; Graybiel and Berson, 1980; Miller et al., 1980), which contains cells which respond strongly to noise (Mason, 1981). Significantly, afferents from the CRZ of the pulvinar arrive in layer I and at the layer IV/V border region in area 17 and in addition in upper layer III in area 18 (Miller et al., 1980), and thus could provide a weak response to moving noise which is related to the individual elements in the noise sample (Mason, 1976a,b, 1981), indicating that good noise sensitivity is established first at the level of the visual cortex. In the superior colliculus, strongly noise-sensitive cells are recorded in the vicinity of the cortico-tegmental input, but ventral to the retina-collicular termination zone (Mason, 1979). Moreover, following ablation of areas 17, 18 and 19, a greater proportion of collicular units are preferentially responsive to the structure in the noise sample rather than to motion of noise itself (Mason, 1976).

The strong noise sensitivity of layer V cells in areas 17 and 18 is presumably important for the projection to pre-oculomotor structures such as the NOT (Schoppmann, 1981) which is involved in optokinetic nystagmus (Hoffmann, 1982), and the superior colliculus (Hollander, 1974; Palmer and Rosenquist, 1974; Gilbert and Kelly, 1973; Magalhães-Castro et al., 1985; Harvey, 1980b) which controls co-ordinated eye movements necessary for orientation in space. In this context it is noteworthy that the responses of cells in the superior colliculus fulfil all the prerequisites for a distinction between self-movement and movement of an object (Fromel, 1980a,b). Finally, the projection to thepons (Albus and Donati-
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Oliver, 1977; Kawamura and Chiba, 1979; Albus et al., 1981) may be important for monitoring the movement of the animal with respect to the terrain, and thus contribute to visual guidance of movements (Gibson et al., 1978).

8.2. DIRECTIONAL TUNING OF CELLS IN AREA 17 AND AREA 18

In the present section the results described in Chapter 6 are discussed, in which directional tuning of cells in areas 17 and 18 was compared for motion of visual noise, bar and single spot stimuli.

8.2.1. Influence Of Velocity On Directional Tuning For Noise Motion

The present study provides the first quantitative comparisons of directional tuning in area 18 cells for noise and bar motion over a range of velocities, while comparable results in area 17 cells for the most part merely confirm those of previous work (Hammond and Reck, 1980; Hammond and Smith, 1983). In both areas, preferred directions for noise and bar motion were dissimilar, and directional tuning for noise was labile and varied with velocity. Tuning for noise was typically unimodal at low velocity, but became progressively more unimodal as velocity was increased. With the exception of VHP cells in area 18, velocity bandpass was higher for noise than for bar motion. Gibson et al. (1978) mentioned that some area 18 cortico-pontine cells had dissimilar preferred directions for motion of a grating and a multiple spot stimulus. That differences in preferred directions for the two stimuli were not found in all cells is probably due to the coarseness of measurements of directional tuning (made at 15° intervals), together with a failure to appreciate the dependence of directional tuning for a random noise pattern on velocity. Schoppmann (1984), on the other hand, remarked that in layer IV cells in areas 17 and 18 which project to the NOT, directional tuning for a random pattern was not dependent on velocity. Interestingly, however, these cells showed
Area 18 cells in the present study preferred much higher velocities of noise motion, and none had an optimum velocity for noise within the range reported by Schoppmann (1981). The present results suggest that the velocity tuning for noise reported by Schoppmann (1981) reflects stimulation in the preferred direction for bar motion, whereas preferred and upper cut-off velocities for noise are much higher when measurements are made at the preferred direction at each velocity.

The velocity-dependent changes in directional tuning for noise were unrelated to amplitude of motion, which remained constant for different velocities. Nor could the lability in tuning for noise be attributed to changes in the waveform of stimulus motion with velocity. Stimulus motion was periodic at the lowest velocity tested, but aperiodic at all other velocities with an increase in inter-sweep interval accompanying each increase in stimulus velocity (see Fig. 41). However, most cells showed progressive changes in the tuning profile for noise as velocity was increased over a wide range, whereas the differences in inter-sweep interval for different stimulus velocities were most pronounced at low velocities. Moreover, for all but the lowest three velocities tested, inter-sweep interval was well in excess of the 500ms necessary for demonstrating responses to high stimulus velocities in area 18 cells (Dunse and von Seelen, 1981a). It was precisely at these higher velocities, where inter-sweep interval remained relatively constant that the most dramatic changes in tuning for noise were observed in some cells (Figs. 6A, 6B, and 6A-E). Pertinently, velocity-dependent changes in directional tuning for noise comparable to those reported here have been demonstrated in area 17 complex cells, using periodic stimulus motion only (Hammond and Reck, 1980b; Hammond, 1981b; Hammond and Smith, 1983).

Movshon et al. (1980) speculate that bimodal tuning for noise at high velocities is an expression of a cell's sensitivity to the vectorial component of texture velocity in the preferred direction for a moving bar. Since the vector of velocity in the preferred direction for the bar is lower than the velocity of noise motion to
either side, this hypothesis predicts the higher cut-off velocity for noise than for bar motion. Orban (1984) argues that the similarity in the proportion of C-cells (some 30%) with bimodal tuning for noise (Hammond, 1978c) and VLP functions for bar motion (Orban et al., 1981a) supports Movshon et al.'s (1980) hypothesis. However, Hammond (1978c) made directional tuning comparisons at the optimal velocity for bar motion. At high velocity, most area 17 cells show bimodal tuning for noise (Hammond and Reck, 1980b). Hammond and Smith, 1983; present study). Moreover, as pointed out by Hammond and Smith (1983) and confirmed in the present study, the results from many cells in area 17 are inconsistent with Movshon et al.'s (1980) interpretation. Thus, some cells remain unimodally tuned at all velocities of noise motion to which they respond. When tuning for noise is bimodal with lobes of unequal strength, tuning for bar motion is commonly broader on the flank closest to the preferred direction for noise. Moreover, in the present study, some cells showed variations with velocity in tuning for bar motion which were associated with the velocity-dependent changes in tuning for noise (see section 8.2.2). Finally, bimodality of tuning can develop below the preferred velocity for bar and noise motion.

In the present study, VLP cells in area 17 and VBB cells in both areas could develop bimodal tuning below the preferred velocity for noise. VBB cells were bimodally tuned for noise at or below the preferred velocity for bar motion, though it was established for those in area 18 that bimodality was most pronounced at high velocities when the bar response was on the decline. For comparisons of directional tuning for noise over a range of velocities, the most interesting cells were VT and VHP cells in area 18, whose response to bar motion increased steeply with velocity over a wide range. According to the hypothesis of Movshon et al. (1980), all VT cells should show velocity-dependent modality of tuning for noise, but become bimodally tuned only at high velocity when the response to the bar is on the decline. VHP cells, on the other hand, should remain unimodally tuned at all velocities, with the same preferred directions for noise and bar motion. However, VT cells could develop bimodal tuning below the preferred velocity for
A number of other observations on cells in both areas 17 and 18 were inconsistent with the hypothesis of Movshon et al. (1980) though Orban and Callens (1977b) did not state explicitly that the direction of motion at which velocity-response functions were derived was the same for the slit and the random pattern. The present results demonstrate that VHP cells have comparable velocity-response functions for bar and noise motion only when measurements are made at the preferred direction for the two stimuli at each velocity.
which developed at high velocity for noise moving in the preferred direction. The presence or absence and magnitude of suppression of firing in the non-preferred (null) direction was velocity-dependent for both noise and bar motion, but the changes in magnitude of null-suppression frequently did not occur in parallel for the two stimuli. Finally, in asymmetrically tuned cells, the preferred direction for a spot shifted away from the preferred direction for a bar towards that for noise. Thus, at least in cells with asymmetric tuning for bar motion, it was possible to demonstrate unequivocally that preferred direction is not invariant for all stimuli.

The present results, in conjunction with those from previous studies (Hammond and Reck, 1980b; Hammond and Smith, 1983), indicate that Movshon et al.'s (1981) hypothesis is inadequate to explain dissimilar directional tuning for bar and noise motion. It has been suggested (Hammond and Reck, 1980b; Hammond and Smith, 1983) that the trough between the two lobes of tuning for noise arises through inhibitory convergence from horizontally neighbouring cells having only slightly different preferred directions. Nett excitation would then be most prominent at directions to either side of that preferred by the cell for a bar. Bimodally tuned cells would receive input from two groups of unimodally tuned cells, or from other cells with bimodal tuning. The intracortical, noise-sensitive input could arise not only from cells in the same or neighbouring columns, but also via horizontal excitatory connections between distant columns. Thus superficial-layer pyramidal cells have long distance horizontal projections with axonal arborizations distributed in distinct clusters in layers III and V, which are in register radially (Gilbert and Wiesel, 1979, 1981; Martin and Whitteridge, 1984; Kisvarday et al., 1986), the distance between clusters approximating the width of a hypercolumn (Gilbert and Wiesel, 1981). These horizontal collaterals make type 1 (presumed excitatory) contacts preferentially onto dendritic spines (Kisvarday et al., 1986), and thus may be responsible for the correlated firing of cell groups in different orientation 'columns' but with similar orientation preference (Ts'o et al., 1986). The notion of intercolumnar inhibitory convergence gains support from studies which have demonstrated that intracortical inhibition extends horizontally for distances...
in the range 100-400 μm (Hess et al., 1975; Toyama et al., 1981a,b), and that the inhibitory contribution to an area 17 complex cell's orientation selectivity is greatest to either side of its preferred orientation (Sillito, 1979). However, in comparable experiments to those performed by Sillito (1979), Vidyasagar and Heide (1986) found little effect of iontophoretic blockade of GABA-mediated inhibition on the orientation tuning of many area 18 cells. They suggested that the orientation specificity of area 18 cells is established by the excitatory input from area 17. This hypothesis is difficult to reconcile with the finding that orientation-selective cells are recorded in area 18 after acute lesions in area 17 (Dreher and Cotton, 1976), and that the orientation tuning of area 18 cells is unaltered by reversible cooling of area 17 (Sherk, 1978). After chronic lesions in area 17, Donaldson and Nash (1975b) found a slightly higher proportion of non-oriented cells in area 18. However, the major finding was a dramatic increase in the proportion of visually-unresponsive cells recorded postoperatively in area 18, which may at least partially reflect the retrograde degeneration during the long interval between surgery and the postoperative study of Y-fibres which branch and supply both areas 17 and 18 (Geisert, 1980; Bullier et al., 1984a; Freund et al., 1985a; Humphrey et al., 1986b; Brembacher and Albus, 1987). Vidyasagar and Heide (1986) sampled only a few layer IV cells, and it may be that they recorded predominantly from second order units which received an orientation-biased input from other area 18 cells. Moreover, the slight broadening of orientation tuning found in some area 18 complex cells during iontophoretic blockade of GABA-mediated inhibition is not unlike that seen in many area 17 complex cells (Sillito, 1979).

Matsubara et al. (1985, 1987a) have reported results that are at least consistent with the existence of laterally directed inhibitory connections in area 18. By comparing maps of orientation columns determined physiologically with the clustered distribution of label after local extracellular HRP injections, they concluded that local interconnections exist between columns of almost orthogonal specificity and suggested that these were inhibitory. However, a large proportion of cells labelled by local application of HRP are pyramidal cells (Rockland and Lund, 1982). 
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Matsubara et al. (1987a), which are thought to be excitatory. At least in area 17, superficial- and deep-layer pyramidal cells with long-range tangential projections make contact predominantly with other pyramidal cells (Kisvarday et al. 1986, Gabbott et al. 1987). Thus, given the repeat interval of the axon collateral clusters of superficial-layer pyramidal cells in area 17 (Gilbert and Wiesel 1983), and the correlated firing of distant cell groups with similar orientation preference in the same area, it is surprising that Matsubara et al. (1987, 1987a) did not observe excitatory connections between columns of like specificity in area 18.

Of the putative inhibitory interneurones in the visual cortex, large (multipolar) basket cells in layers III and V have axon collaterals in the appropriate range to account for the postulated laterally directed inhibitory interconnections which would produce bimodal tuning for noise and sharpen tuning for bar motion (Martin et al. 1983, Somogyi et al. 1983, Somogyi and Soltesz 1986, Kisvarday et al. 1987). Their axons give rise to clusters of boutons, with a periodicity of 100-200 μm, which can extend up a radial column of their target cells. Thus, since large basket cells make synapses preferentially on somata and proximal dendrites (Somogyi et al. 1983), they could provide inhibitory input to target neurones in different laminae but in the same orientation column. The largest pyramidal cells in layer III and giant pyramidal cells in layer V are among the favorite postsynaptic targets of large basket cells in area 17 (Somogyi et al. 1983, Kisvarday et al. 1987). Recent evidence suggests that area 18 may also contain large basket cells with long-range tangential projections. Matsubara et al. (1987b) have identified in layers III and V of area 18, large multipolar cells and long horizontally-directed fibres which are GABA immunoreactive.

That tuning for noise becomes progressively more bimodal with increase in velocity may reflect an increase in the strength of the inhibitory input. It has been suggested (Hammond and Reck 1980, Hammond and Smith 1983) that the trough separating the two lobes of tuning may arise through self-inhibitory feedback, preventing cell overload. Two observations in the present study, how-
ever, make this hypothesis less attractive. First, particularly in area 18, some cells were bimodally tuned at low velocity when response to noise was relatively weak. Secondly, in VHP cells with velocity-dependent modality of tuning, the trough separating the two lobes broadened and deepened with velocity while the response to bar motion continued to increase. Moreover, as pointed out by Hammond (1978c), in addition to activating the directional mechanism, motion of a noise field presumably influences the orientational mechanism according to the degree of non-coherence of individual elements across the cell's preferred orientation. At least in area 17, complex cells are relatively tolerant of luminance gradient reversal along the axis of optimum orientation (Hammond and MacKay, 1983a, 1983b), and those in the deep layers respond preferentially to widely spread arrays of short line elements of common orientation rather than to single lines of preferred orientation (Hammond and MacKay, 1977). Thus, directional tuning for noise motion at a given velocity probably reflects the genuine directional input to a cell and the extent to which visual noise is capable of stimulating the orientational mechanism. In this context there was some indication that the degree of bimodality in tuning for noise at a given velocity was associated with strength of response to bar motion. Thus, among cells with velocity-dependent modality of tuning, VLP cells became strongly bimodally tuned at lower velocities than VBB or VT cells, while VHP cells developed bimodal tuning at higher velocities than other cells. Among VBB cells, those in area 18 tended to become strongly bimodally tuned at higher velocities than those in area 17, and this difference seemed to be associated with the relatively wider range of preferred velocities of VBB cells in area 18. Further, a high proportion of VT and VHP cells (which responded relatively weakly to bar motion at low velocity) were bimodally tuned for noise at all velocities, while in cells which remained unmodally tuned at all velocities, tuning for noise and bar motion at low velocity was more radically dissimilar in VT and VHP cells than in VLP and VB cells. In VT and VHP cells which remained either unmodally or bimodally tuned at all velocities, the relative response to noise moving in the preferred direction for the bar could increase with velocity in parallel with the increase in response to bar motion. In the
absence of a response to bar motion (at velocities below threshold or above upper cut-off), cells either had two discrete lobes of tuning for noise or a single preferred direction which was radically different from that for the bar. This latter observation suggests that the tuning of the directional and orientational mechanisms may be radically dissimilar at all velocities but that this difference is blurred at some velocities by the excitation of the orientational mechanism by moving noise. This would partially account for Orban and Callens’ (1977b) finding of unimodal directional tuning for a random square pattern moving at high velocity and comparable velocity-response functions for sli and random pattern motion in a V1 cell in area 18. Motion of a random square pattern presumably provides greater drive to the orientation mechanism than the pseudo-random visual noise used in the present study. On the other hand, it seems necessary to postulate an increase in the gain of the inhibitory input with velocity. Even in cells with pronounced modularity of tuning for noise at low velocity, the intervening trough broadened as velocity was increased, causing the two peaks to become more disparate, while in cells with velocity-dependent modularity of tuning, the trough which developed at high velocity was in exceptional cases wider than the total bar tuning width (see also Hammond and Reck, 1980b).

8.2.2. Directional Tuning Comparisons For Motion Of Noise, Bar And Spot Stimuli

Much as moving noise presumably influences the orientation mechanism, a moving bar must provide some drive to the directional mechanism. In this context it is noteworthy that almost one half of noise-sensitive cells in areas 17 and 18 had broader tuning for bar motion on the flank closest to the preferred direction for noise. This result is consistent with the similarly high incidence of asymmetrically tuned cells in areas 17 and 18 reported by Hammond and Andrews (1978), and demonstrates that the relationship in asymmetrically tuned cells between tuning profile for bar and noise motion which was originally described in area 17...
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(Hammond, 1978c) also obtains in area 18. Moreover, at velocities for which the preferred directions for bar and noise motion were radically dissimilar, the preferred direction for a moving spot, which presumably provides relatively stronger drive to the directional mechanism than a moving bar, shifted towards the preferred direction for noise. A similar shift in preferred direction for spot motion was found by Bishop et al. (1980) in an area 17 hypercomplex cell, asymmetrically tuned for bar motion and binocularly tuned for noise with lobes of unequal strength. The finding of dissimilar preferred directions for bar and spot motion in a high proportion of noise-sensitive cells in areas 17 and 18 seems at variance with the results of Henry et al. (1974b), who reported that in area 17 complex cells, the only effect of reducing the length of a moving bar is to broaden directional tuning. However, this conclusion is based on data from only 5 cells; the illustrated example having rather symmetrical tuning for motion of a long bar and Henry et al. (1974b) used only elongated stimuli. In the present study, it was established that symmetrically tuned cells have comparable preferred directions for bar and spot motion, while asymmetrically tuned cells have similar preferred directions for motion of a long and a short bar.

As suggested by Hammond (1978c), noise-sensitive asymmetrically tuned cells' tuning may be sharper and more symmetrical for a stationary oriented stimulus. There is some evidence for this (P. Hammond and D. P. Andrews, unpublished observations; see Hammond, 1978c). Bishop et al. (1980) and Heggelund and Moors (1983) mention that orientation tuning was broader for moving than for stationary stimuli in some area 17 cells. A number of observations in the present study were consistent with the notion that in asymmetrically tuned cells, broadness of tuning for bar motion was associated with noise sensitivity. First, noise-sensitive asymmetrically tuned cells were found mainly in Group 1 where they were predominant among cells with velocity-invariant bar tuning. Second, among asymmetrically tuned C-cells, those sensitive to noise were more broadly tuned than those insensitive to noise. Third, among noise-sensitive C-cells, those with asymmetrical bar tuning were more broadly tuned than those with symmet
rical bar tuning, while noise-insensitive symmetrically and asymmetrically tuned cells did not differ substantially in broadness of tuning. Fourthly, in asymmetrically tuned cells which were direction selective for noise but gave more than a negligible response to bar motion in the non-preferred direction, bar tuning was narrower and more symmetrical in the non-preferred than in the preferred direction. Such differences in tuning width were seen only in noise-sensitive, asymmetrically tuned cells, bidirectional or direction-biased cells, asymmetrically tuned for bar motion but noise insensitive, had comparably broad and asymmetrical tuning for opposite directions of bar motion. Finally in asymmetrically tuned cells, suppression of spontaneous activity was occasionally observed on the sharper of the two flanks of bar tuning, or over a greater range of directions on this flank. In such cases the response to noise moving in directions corresponding to the suppression in the bar tuning curve was relatively weak or absent.

Some of noise-sensitive cells in areas 17 and 18 showed variations in tuning for bar motion which were associated with the velocity-dependent changes in tuning for noise. In all cells with labile tuning for bar motion, bar tuning was broader at high than at low velocities. Some cells showed a reversal in the direction of asymmetry in tuning for bar motion as velocity was increased, which was related to the velocity-dependent changes in the relative size of the two lobes in the bimodal tuning curve for noise. In the remaining cells, tuning became progressively more asymmetrical with increase in velocity, or was symmetrical at low and markedly asymmetrical at high velocities. Significant in such cases response to noise increased steeply with velocity, and broadening of bar tuning occurred primarily on the flank closest to the major lobe of tuning for noise which developed at high velocities. Exceptionally, the preferred direction for bar motion shifted at high velocity towards the preferred direction for noise. A plausible explanation for lability of tuning for bar motion is that the degree to which a moving bar excites the directional mechanism varies with the magnitude of the directional input to the cell, as indicated by the response to noise moving in directions to either side of that preferred for a bar. That cells with labile bar tuning were found only among
Group I C-cells is consistent with this interpretation. The few cells which showed a dramatic increase with velocity in response to noise, but had velocity-invariant bar tuning were chiefly symmetrically tuned cells, in which stimulation of the directional mechanism by a moving bar may not cause a suprathreshold response (see below).

The finding of labile tuning for bar motion in a significant proportion of noise-sensitive cells seems somewhat controversial in view of reports that in area 17 complex cells, preferred direction and sharpness of bar tuning are velocity invariant (Hammond and Reck, 1980b; Hammond and Smith, 1983). However, lability of bar tuning was not artefactual. Broadening of bar tuning could not be ascribed to deepening of anaesthesia (Ikeda and Wright, 1974) or to deterioration of the preparation while, contrary to reports of fluctuations in optimal orientation (Horn and Hill, 1969; Donaldson and Nash, 1975a), directional tuning for an oriented stimulus in areas 17 and 18 is invariant with time (Hammond et al., 1975; Hammond and Andrews, 1978). As with the velocity-dependent changes in directional tuning for noise, lability of tuning for bar motion was not attributable to the differences in inter-sweep interval at different stimulus velocities. In cells with labile tuning for bar motion, tuning became progressively broader as velocity was increased over a wide range, and in some cases the most dramatic changes in bar tuning occurred at relatively high velocities where the changes in inter-sweep interval were comparatively small (Figs. 6, 6A, E and 6B, E to I). Using periodic stimulus motion at all velocities, Hammond (1981b) and Hammond and Smith (1983) have demonstrated velocity-dependent changes in tuning for bar motion in area 17 complex cells. Hammond (1981b) illustrates an area 17 complex cell whose bar tuning became progressively broader and more asymmetrical with velocity in parallel with a dramatic increase in the response to noise moving in directions corresponding to the broader flank of bar tuning. Similarly, Hammond and Smith (1983) describe an area 17 complex cell whose bar tuning was symmetrical at low velocity, but showed a repeatable asymmetry at high velocity, with broader tuning on the flank closest to the major lobe in the bimodal tuning curve for noise. Lability of bar...
tuning may, however, be more common in area 18 than in area 17. In the present study, cells with labile bar tuning comprised a higher proportion of Group I C-cells in area 18 than in area 17, although this difference was not statistically significant. Further, cells with labile bar tuning were relatively common among VHP and VT cells, which are rare in area 17 (Orban et al., 1981a). On the other hand, VHP cells formed only a small proportion of the present sample of noise-sensitive cells in area 18 while, according to Orban et al. (1981a), this cell type is associated with the C family and is predominant among area 18 cells with receptive fields more than 10° from the area centralis projection.

Noise-sensitive cells with labile or asymmetrical tuning for bar motion had the broadest bar tuning. Among noise-sensitive cells, labile cells were found exclusively, asymmetrical cells predominantly in Group I, and among C-cells those in Group I had the broadest bar tuning. Thus, if the broad directional tuning in labile and asymmetrical cells reflects the stimulation by a moving bar of the directional mechanism, C-cells in different groups may not differ substantially in tuning for a stationary, flash presented oriented stimulus. On the other hand, it remains to be established that noise sensitivity is a prerequisite for differential tuning for moving and stationary bar stimuli. Heggelund and Moors (1983) report that tuning was broader for moving than for stationary stimuli in a sample of area 17 cells which included simple cells, while Hammond and Andrews (1978) found a high degree of asymmetry of tuning for bar motion in area 18 complex type I cells which were equated with area 17 simple cells. Nevertheless, the finding that directional tuning for bar motion can vary with velocity confirms that it does not merely reflect orientation tuning.

If in cells with asymmetrical or labile bar tuning a moving bar is capable of stimulating the directional mechanism, why do some noise-sensitive cells remain symmetrically tuned for bar motion even for velocities at which tuning for noise is bimodal with lobes of unequal strength? Cells with symmetrical tuning for bar motion had conspicuously narrow bar tuning and those which were spontaneously...
active showed suppression of firing on both sides of the excitatory profile for the bar. The magnitude of suppression declined with velocity in parallel with an increase in response to noise moving in directions corresponding to the suppression in the bar tuning curve. Thus, to be speculative, a bar moving in directions to either side of the excitatory tuning profile may provide some drive to the directional mechanism, but simultaneously evoke powerful orientation-sensitive inhibition which prevents the response reaching threshold. In this context, it is noteworthy that among symmetrically tuned C-cells, there was no difference in broadness of tuning between those sensitive and those insensitive to noise. Further, unlike noise-sensitive cells with asymmetrical bar tuning, noise-sensitive, symmetrically tuned cells had comparably broad and symmetrical tuning for opposite directions of motion, irrespective of direction sensitivity for noise. Thus, noise-sensitive, symmetrically tuned cells may have similar tuning for stationary and moving oriented stimuli.

### 6. DISCUSSION

#### 6.2.3. Directional Tuning For Bar Motion Of Different Cell Types In Area 18

The present study provides the first quantitative comparisons of directional tuning for bar motion of C-, S-, B- and A-cells in area 18. C-cells had the broadest, S- and B-cells the narrowest tuning. C-cells were significantly more broadly tuned than S- or B-cells, while the directional tuning of the few A-cells recorded did not differ strikingly from that of C-cells. C-cells in areas 17 and 18 had comparably broad directional tuning. These results are in good agreement with the directional tuning of C-, S-, B- and A-cells determined qualitatively by Orban and Kennedy (1981) (and see Orban, 1984). The only previous quantitative study of directional tuning in area 18 is that of Hammond and Andrews (1978), who used a rather different cell classification scheme. Their values for average half-width of tuning for complex cells in areas 17 and 18 are comparable to, if slightly higher than, those reported here for C-cells in the two areas. In contrast to the present finding...
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of a difference in tuning between area 18 C and S-cells. Hammond and Andrews (1978) reported that area 18 complex cells were not substantially more broadly tuned than complex type 1 cells (equated with area 17 simple cells). However, since cell classification was based on responses to stationary, flashed-presented stimuli alone, the complex type 1 population probably included A-cells, and this may partially account for their broader tuning compared with area 18 S-cells in the present study. Nevertheless, the present finding that area 18 S-cells were more broadly tuned than their area 17 counterparts is consistent with the difference reported by Hammond and Andrews (1978) between area 18 complex type 1 cells and simple cells in area 17. The present values for broadness of tuning in the small sample of area 17 S-cells are comparable with those of Hammond and Andrews (1978) and of others for area 17 simple cells (Henry et al., 1973; Watkins and Hirsch, 1974; Hegedus and Albus, 1978; Kato et al., 1978; Leventhal and Hirsch, 1978).

8.3. MODULATORY INFLUENCE OF MOVING VISUAL NOISE BACKGROUNDS ON RESPONSES OF AREA 18 CELLS TO MOVING ORIENTED STIMULI

8.3.1. Comparisons With Previous Results From Area 17

In Chapter 7, results were presented on the modulatory influence of moving background noise on the responses of cells in area 18 to an optimally-oriented moving foreground stimulus. Bar and noise stimuli were swept synchronously in-phase at the same velocity, and in both directions orthogonal to bar orientation. Background motion suppressed bar responses in all noise-sensitive cells in area 18 (classified on the basis of their lack of response to noise motion alone), but the magnitude of in-phase suppression was critically dependent on the length of the comparison bar. Percent suppression declined progressively with increasing bar
length presumably because, as it was lengthened, the bar obliterated an increasing amount of the noise background, thus providing progressive relief from the suppressive influence of moving noise.

The present results for area 18 S-cells can be compared with the modulation of simple-cell bar responses by background texture motion reported by Hammond and MacKay (1984b). In-phase motion of a background field of visual noise was suppressive of bar responses in 74% of area 17 simple cells, and often caused total abolition of response (Hammond and MacKay, 1984b), whereas in the present study, only 35% of area 18 S-cells showed significant suppression of response to bars of optimal length, and the magnitude of suppression ranged from 14-85%. However, these differences in susceptibility to the suppressive influences of background motion may not as great as they seem. Hammond and MacKay (1984b) report that of the simple cells in which background motion was suppressive of bar response, many showed relatively weak suppression by moving noise backgrounds, and that stronger effects could be elicited by making texture velocity greater than bar velocity, or by using a checkerboard pattern rather than visual noise. In the present study, only visual noise was used as a background, and its velocity was always the same as that of the moving bar. Moreover, Hammond and MacKay (1984b) mention briefly that the magnitude of response suppression could be increased by using shorter comparison bars to yield relatively weak, criterion responses. This is in line with the present results for all non-sensitive cells in area 18, though in a few C-cells with restricted length summation it was possible to demonstrate that the magnitude of suppression exerted by background motion was not related to the strength of the criterion response (which remained relatively constant), but was specifically dependent on the length of the bar used to obtain a criterion response.

In area 18, in-phase suppression by moving noise backgrounds was not restricted to cells in the S family, but could be demonstrated in all cells which were not driven by noise motion alone, by systematically varying the length of the comparison bar.
A few superficial-layer complex and B-cells recorded in area 17 by Hammond and Smith (1984) were rather insensitive to noise motion alone, but showed suppression of bar-evoked responses by a synchronously moving noise background. In other superficial-layer complex cells, however, noise motion evoked negligible responses and was similarly uninfluential on responses to bar motion. These cells may nevertheless have received a potentially suppressive noise-sensitive input since, in the present study, conventional stimulation with a long bar showed many cells to be rather indifferent to synchronously moving noise backgrounds, yet reducing bar length revealed powerful suppressive influence of background motion on cell responsiveness.

The strong dependence of suppression on bar length may seem surprising given that, during simultaneous motion of bar and background, texture is obscured only along the axis of the bar and not in comparable locations to either side. However, at least in area 17 simple cells, the suppressive influence of synchronous background motion is weighted in favour of the receptive field centre, but is more extensive lengthwise than widthwise across the receptive field (Hammond and MacKay, 1984b). Thus during in-phase motion a bar moving over the most sensitive part of the receptive field centre would simultaneously obliterate those texture elements responsible for the greatest amount of suppression. A further point is that particularly for C- and A-cells, the use of peak firing frequency may have enhanced the dependence of suppression on bar length. Although these cells give a sustained response to a moving bar extending over the entire discharge region, there is an obvious peak in the histogram profile. Thus, stimulation of the receptive field centre by moving noise might be expected to exert powerful suppression of the response to a bar moving simultaneously over the least sensitive part of the receptive field, but this would have little effect on peak firing frequency. Indeed in many cells, synchronous background motion had little influence on the peak response to a long bar, but led to a sharper bar response profile.

The decline in percent suppression was non-linear, becoming progressively flatter...
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In slope as bar length was increased until an asymptotic value was reached. This observation is consistent with a decline in the potency of the suppressive influence of background motion with increasing distance from the centre of the receptive field along its axis, as has been reported for area 17 simple cells (Hammond and MacKay, 1981). It should be emphasized, however, that in many cells requiring appreciable length summation for effective drive, longer starting lengths for the comparison bar resulted in less potent suppressive effects and less marked non-linearity of the function relating relative response to the combination stimulus and bar length.

While the non-linear decline in percent suppression as a function of bar length was a consistent feature of the present results, the data from many cells allowed complementary or alternative interpretations. Thus, for cells in which the length-response functions for the bar and the combination stimulus had parallel ascending slopes, the possibility that the synchronously moving noise background depressed response by a fixed amount irrespective of bar length could not be excluded. However in some of these cells, background motion could be strongly suppressive of response to short bars, but have little or no influence on response to long bars, indicating that magnitude of response suppression was indeed dependent on the length of the comparison bar. For other cells in which the slope of length summation was steeper for the combination stimulus than for the bar (Fig. 7A), response reduction declined linearly with increasing bar length. However, the present results suggest that the inhibitory action of synchronously moving noise backgrounds is divisive rather than subtractive (see section 8.3.3). Moreover in cells with very localized length summation, it was possible to demonstrate that both percent suppression and response reduction declined non-linearly with bar length. Indeed, a non-linear decline in percent suppression with bar length was found in all cells irrespective of the relationship between the slopes of length summation for the bar and the combination stimulus. In cells with rather steep ascending slopes of length summation for the bar (Fig. 7C), the rising phase for the combination stimulus tended to be relatively flatter in slope. Thus with
increase in bar length, response reduction increased while percent suppression decreased. Further, cells in which the ascending slope of length summation for a bar was non-linear (Fig. 2E) showed neither a depression of response by a fixed amount irrespective of bar length, nor a linear decline in response reduction in end-bye cells, the non-linear decline in percent suppression with bar length could be more protracted than the maximum estimate of receptive field length (extent of length summation or minimum response field length), suggesting that texture elements lying beyond the height of the conventional receptive field were capable of modulating response. Perturbingly, Hammond and MacKay (1981b) found that in area 17 simple cells, the zone of background suppression could extend lengthwise beyond the borders of the excitatory receptive field. By contrast, in noise-sensitive complex cells, the influence of background motion on responses to foreground bar stimuli is restricted to the mapped receptive field (Hammond and MacKay, 1984). The present results suggest that the lengthwise extent of modulatory textural influences is related not to cell class, but to noise sensitivity. Thus, while texture drive to noise-sensitive cells is confined largely to the excitatory receptive field, the lengthwise extent of suppressive textural influences on noise-insensitive cells of all classes would not seem to be strictly related to receptive field length. Moreover, percent suppression of bar-evoked responses by synchronously moving noise backgrounds declined over a comparable range for opposite directions of motion even when the extent of length summation was radically different in the two directions. Thus, suppressive textural influences may extend lengthwise over an area which is comparable for opposite directions of motion, but relatively independent of length summation characteristics in each direction.

No cell showed the significant enhancement of response to long bars observed by Hammond and MacKay (1981b) in some area 17 simple cells. However, this negative finding does not necessarily reflect an areal difference in sensitivity to noise backgrounds, since Hammond and MacKay (1981b) reported response facilitation.
by whole-field texture motion in a mere 4% of simple cells, and the present sample contained only 14 S-cells.

3.3.2. Relation To End-Inhibition And Length Summation

Hammond and Mackay (1984b) reported that in the same end-free simple cells, whole-field texture motion was suppressive of bar response, while a patch of moving texture located outside the receptive field along its axis caused response facilitation. Thus, the suppressive influences of background motion in area 17 simple cells are distinct from end-inhibition. The same independence of response suppression by synchronously moving noise backgrounds and end-inhibition was also observed in area 18, for end-free cells of all classes were subject to powerful suppressive influences of background motion. Hammond and Smith (1984) attributed the suppressive influence of moving noise backgrounds on the responses of some area 17 complex cells to the presence of end-inhibition. However, at least in area 18, the apparently greater susceptibility of end-stopped cells to the suppressive influence of moving noise backgrounds reflects their preference for short bars: for the magnitude of suppression declined with bar length in all cells irrespective of their length summation characteristics. Moreover, the present results argue strongly that in end-stopped cells, the mechanisms responsible for end-zone inhibition and response suppression by synchronous background motion are independent. First, the range over which percent suppression declined with bar length was unrelated to the length of the inhibitory end-zones, suggesting that the lengthwise extent of end-zone inhibition and of the suppressive influence of synchronous background motion could differ in the same cell. Secondly, in cells with direction-selective end-zone inhibition, synchronous motion of the noise background suppressed bar responses in both preferred and opposite directions. Thirdly, in the same end-stopped cells, percent suppression exerted by synchronous motion of the noise background was essentially invariant with velocity, while percent end-zone inhibition was velocity-dependent, being maximal at or near the preferred velocity for a
bar of optimal length. Finally, the magnitude of end-zone inhibition and response suppression by synchronous background motion could be radically different in the same cell. Pertinently noise-sensitive cells, which probably mediate suppressive textural influences (see below), may show end-inhibition when tested with moving bars, but not in response to moving texture (Hammond and Shorrocks, 1987).

Much as the suppression of bar-evoked responses by synchronously moving noise backgrounds was distinct from end-zone inhibition, the enhancement of bar response by synchronous background motion in Group 1 C-cells was independent of length summation characteristics for a bar. Thus, even cells with restricted length summation showed substantial facilitation of response to a spot or short bar. Pertinently, Hammond and Shorrocks (1987) found that area 17 cells with restricted length summation for bar motion could show substantial length summation when tested with moving texture. Thus, noise-sensitive cells would seem to receive separate bar and noise excitatory inputs — a conclusion which is supported by the present finding of differential short-term variability in the responsiveness of the same cell to noise and bar motion. The influence of background motion on responses to long bars was weak or negligible, and much less than predicted from an additive combination of responses to bar and noise motion alone. These results are complementary to those of Hammond and Smith (1983, 1984), who concluded that in area 17 complex cells, an oriented stimulus in motion induces potent blockade of response to moving noise backgrounds. Investigation of the magnitude of response enhancement over a range of stimulus velocities demonstrated a further example of non-linear interaction between responses to bar and noise motion. Percent enhancement was not necessarily maximal at the preferred velocity for noise motion alone, but at a given velocity, seemed to depend on the relative strength of the separate responses to bar and noise motion.
8.3.3. Possible Mechanisms

As discussed in section 8.1.3, all specific afferents to visual cortex are thought to be excitatory (Gray, 1958; Eccles, 1964; Uehomo, 1965; Colonnier, 1968; Greutzfeldt and Ikegaya, 1971; Garey, 1971; Garey and Powell, 1971; Toyama et al., 1974; Peters et al., 1976; Feiner and Landstrom, 1983; but see Einstein et al., 1987). Thus, the suppressive textural influences on bar responses of area 18 cells would seem to be due to reduced excitatory drive from thalamic afferents and/or to an intracortical noise-sensitive inhibitory input (Gulyás et al., 1987) have recently claimed that cells in the dLGN and area 17 show comparably strong suppression of bar-evoked responses by synchronously moving noise backgrounds and they concluded that the suppression of bar-evoked responses in area 17 is largely a reflection of that present in the geniculate input. This conclusion rests on the assumption that the separate responses to bar and noise motion add linearly for in assessing the modulatory influence of synchronously moving noise backgrounds. Gulyás et al. (1987) first subtracted the response to noise motion alone from the response to the combination stimulus, and compared the resultant response with that evoked by bar motion alone. Indeed, for cortical cells whose response to noise motion is independent of the structure in the noise sample, the demonstration of response suppression depends on the assumption of linear additivity. However, the present results in area 18, together with those of previous studies in area 17 (Hammond, 1978c, 1981b; Hammond and Rock, 1980b; Hammond and Smith, 1983; Hammond and Shorter, 1987) imply that excitatory noise and bar inputs are mediated by separate pathways, possibly acting at different sites in the same noise-sensitive cell. Contrary to the assumption of linear additivity and the hypothesis that background motion is suppressive of bar-evoked responses, there is evidence that in noise-sensitive cells the pathway mediating bar sensitivity gates that mediating noise sensitivity (Hammond and Smith, 1983; Hammond et al., 1986).

In cortical cells which give weak responses to motion of visual noise related to
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certain larger-than-average grains in the noise sample, the demonstration of response suppression by synchronously moving noise backgrounds is independent of the assumption of linear additivity, both in area 17 (Hammond and Smith, 1984, Gulyás et al., 1987) and in area 18 (present study). This assumption is more critical, however, for an assessment of the modulatory influence of synchronous background motion on the bar-evoked responses of cells in the thalamus, which give relatively strong grand responses to noise motion alone (Mason, 1976a,b). When a bar is embedded in a field of visual noise and both stimuli are swept in-phase, the response of geniculate X- and Y-cells to the bar is barely detectable in the dominant response to the noise, even at high signal-to-noise ratios (Hoffmann et al., 1980). However, the response to the bar stands out clearly against the mean response to different samples of noise if it is masked but not attenuated in the in-phase condition. This result implies that, on the assumption of linear additivity, the suppression of the bar-evoked responses of geniculate cells by synchronously moving noise backgrounds is maximal when, in the in-phase condition, the same noise pattern is swept repetitively across the receptive field (as was the case in the study of Gulyás et al., 1987), but is much weaker when the noise sample is changed from sweep-to-sweep. By contrast, in both noise-insensitive and strongly noise-sensitive cortical cells, the magnitude of response modulation measured on the assumption of linear additivity would presumably be independent of the structure in the noise sample from sweep-to-sweep. Pertinently for both simple cells and strongly noise-sensitive complex cells in area 17, the signal-to-noise detection thresholds for a moving bar embedded in a synchronously moving noise field are the same irrespective of whether the bar has to be detected in the response to the noise profile or in the mean response to the noise (Hoffmann et al., 1980). Thus, even on the assumption of linear additivity, it is difficult to see how the suppression of the bar-evoked responses of cortical cells by synchronously moving noise backgrounds can simply reflect the suppression present in the geniculate input. On the other hand, Gulyás et al. (1987) comparisons of the suppressive influence of synchronously moving noise backgrounds in the dLGN and area 17
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... imply that, if one rejects the assumption of linear additivity, response suppression is stronger in noise-insensitive cortical cells than in geniculate cells. Thus, the suppressive influence of synchronously moving noise backgrounds on the bar-evoked responses of cortical cells must be due, at least in part, to intracortical mechanisms.

There is independent evidence for intracortical, noise-sensitive inhibition. For in-phase motion of bar and noise stimuli, the signal-to-noise detection thresholds of simple cells in area 17 are lower than those of geniculate cells, implying that an intracortical inhibitory input suppresses the response to noise present in the geniculate afferents (Hoffmann et al., 1980). Furthermore, it seems necessary to postulate a direction (axial) selective noise-sensitive inhibitory input to explain some of the observations on the sensitivity of area 17 cells to relative motion between a bar and its noise background (Hammond et al., 1986; Orban et al., 1987) and, in at least one extrastriate visual area magnitude of response suppression by synchronously moving noise backgrounds has been shown to depend on the direction of background motion (von Grunau and Frost, 1983). Finally, in one noise-unresponsive cell recorded in area 18, synchronous motion of a bar and its noise background in the non-preferred (null) direction suppressed spontaneous activity and, in noise-responsive cells in area 17, synchronously moving noise backgrounds can potentiate null suppression caused by bar motion (Hammond and Smith, 1984; Hammond et al., 1986). This implies that synchronously moving noise backgrounds are capable of providing a postsynaptic inhibitory input to cortical cells.

The above observations implicate intracortical mechanisms in the suppression of the bar-evoked responses of cortical cells by synchronously moving noise backgrounds, but do not exclude the possibility that response suppression in the cortex partially reflects a reduction in the excitatory drive from thalamic afferents. If the bar-evoked responses of geniculate cells are significantly suppressed by synchronously moving noise backgrounds, it is unlikely that the suppression...
mediated by an inhibitory loop via noise-sensitive cells in the visual cortex. For the cortico-geniculate projection derives predominantly from S-cells (Dubin and Cleland 1977; Harvey, 1980b; Boyapati and Henry, 1987). Furthermore, the suppression of bar-evoked responses by synchronously moving noise backgrounds is distinct from the peripherally shift effects seen in the retina and dLGN. In both area 17 (Hammond and MacKay 1981b) and area 18 (present study), the suppressive influence of synchronously moving backgrounds is spatially much more localized than the long-ranging inhibitory shift-effect in the dLGN (Fischer and Kruger 1974); while in the retina, the magnitude of response to whole-field noise motion alone is dependent on interactions spatially limited to the classically-defined receptive field (Ahmed and Hammond, 1983); motion of visual noise confined to the receptive field centre elicits a stronger response than whole-field noise motion and moving noise confined to the receptive field surround either produces a response which is weak compared with that to stimulation of the centre of causes suppression of spontaneous activity. Thus, synchronously moving noise backgrounds conceivably cause suppression of bar-evoked responses in some geniculate cells due to the antagonistic interaction between receptive field centre and surround, the direction and magnitude of response modulation would depend to a large extent on the noise sensitivity of the receptive field surround. Mason (1976a,b) reported that in some 20% of cells in the thalamus whole-field noise motion caused suppression of spontaneous activity — a finding which is consistent with the evidence for an increase in surround potency at the geniculate level (Hubel and Wiesel, 1961; Hammond, 1973; Maffei and Fiorentini, 1973). In these cells, the inhibition caused by motion of the noise field alone would be manifest during simultaneous motion of a bar and its noise background as a suppression of the suprathreshold response to the bar. If the suppression of the bar-evoked responses of geniculate cells by synchronously moving noise backgrounds is indeed related to the potency of the receptive field surround one would expect it to be stronger in X-cells which project almost exclusively to area 17 than in Y-cells which provide the predominant input to area 18. Furthermore, as discussed in
the Introduction, Y-cells which project to area 18 may have on average weaker receptive field surrounds than those which project to area 17.

Thus, it is concluded that the suppressive effects of synchronously moving noise backgrounds on the responses of cells in area 18 reflect to a small extent a reduction in excitatory drive from thalamic afferents, but are due predominantly to intracortical inhibition. The most obvious candidates for providing such inhibition are the strongly noise-sensitive, Group I C-cells in the deep and superficial layers which it was argued, are predominantly large pyramidal cells. Pyramidal cells are thought to be excitatory in function, but could exert disynaptic noise-sensitive inhibition via an interneuron. However, layer III/IV border pyramidal cells and giant pyramidal cells in layer V have been shown to make synaptically contact almost exclusively with other pyramidal cells (Anderson et al., 1985, Kisvárday et al., 1986, Gabbott et al., 1987). Moreover, since the available evidence suggests that putative inhibitory interneurons are not distinguishable physiologically from other cells (Gilbert and Wiesel, 1979, Martin et al., 1983, Somogyi et al., 1983, Kisvárday et al., 1986), one would expect those providing the noise-sensitive inhibitory input to be noise-sensitive.

Percent suppression by synchronously moving noise backgrounds was essentially invariant over a wide range of stimulus velocities and relatively constant for preferred and opposite directions of motion. This suggests that the inhibitory action of synchronous background motion is divisive rather than subtractive. It has been calculated (Bloomfield, 1974) that for large inhibitory conductances, a division-like change in firing rate is produced by inhibitory synapses located at the soma, while those located on the distal dendrites produce a subtractive change in response. If it is assumed that the suppressive influences of in-phase background motion on responses to optimally-oriented moving bars are due to an axo-somatic inhibitory input from noise-sensitive cells then in view of the dissimilar directional tuning for bar and noise motion, the inhibition must arise predominantly from neurones in orientation columns neighbouring those of their target cells. Of the puta-
In areas 17 and 18, thalamocortical inhibition is mediated via a disynaptic pathway of the feed-forward type, though some cells disynaptically excited from the thalamus receive trisynaptic inhibition (Cuntzfeldt and Lo, 1978; Toyama et al., 1974; Ferster and Lundstrom, 1983). In area 18, the majority of C-cells are monosynaptically excited by thalamic afferents, while most S-cells are indirectly driven (Harvey, 1980a). As discussed in section 14, at least some Group I C-cells are likely to be monosynaptically excited from the thalamus and the extracellular
study by Harvey (1980a) may have underestimated the proportion of monosynaptically excited cells in area 18 since, at least in area 17, sizable EPSPs do not always bring a cell to threshold (Forster and Lindstrom, 1983). Directly-driven Group I C-cells could provide disynaptic non-sensitive inhibition to other monosynaptically excited cells, including most S-cells. C-cells with restricted length summation which in the present study were found almost exclusively in Group I are more often indirectly-driven than other C-cells (Harvey, 1980a) while cortico-tectal cells, which have properties characteristic of deep-layer Group I C-cells, are all indirectly-driven (Harvey, 1980b). These indirectly-driven Group I C-cells could mediate the disynaptic, non-sensitive inhibitory input to other disynaptically excited cells. That inhibition arrives via longer pathways than excitation raises the question of the relative timing of the excitatory and inhibitory inputs. Since, to be effective, the non-sensitive inhibitory input must preempt the effects of the excitatory bar input. This problem cannot be solved by assuming that the inhibitory interneuron receives thalamic input via afferents which are faster conducting than those which drive the target cell since most area 18 cells receive thalamic input via Y-afferents (Stone and Dreher, 1973; Tretter et al., 1977; Harvey, 1980a; Dreher et al., 1984). However, since the temporal variability of response latency of X- and Y-cells in the retina masks the differences in retinocortical transmission time along X and Y pathways (Bolz et al., 1982), it is unlikely that the relative timing of excitatory and inhibitory pathways depends on differences in conduction velocity of the functional types of thalamic afferents (see also Martyn, 1984). In any event, there is evidence that area 17 cells receive excitatory and inhibitory inputs via thalamic afferents of the same functional type (Forster and Lindstrom, 1983). The critical factor would seem to be the balance of the temporal summation characteristics of the excitatory bar input and the non-sensitive inhibitory input. The inhibition must become effective before the threshold for an action potential discharge is reached. In this context, the axons of large basket cells, which are thick and heavily myelinated (Somogyi et al., 1983), are probably relatively fast-conducting compared with other intracortical axons. Moreover, if the non-sensitive inhibition were exerted directly by large basket...
cells, this would reduce the number of synapses between source and ultimate target, and so make for more rapid inhibition.

Martin et al. (1983) and Kisvarday et al. (1985) described a small basket (chuch') cell with a G-type receptive field in layer IV of area 17. Since it had axonal arborizations restricted largely to layer IV, and presumably made contact predominantly with simple cells, it was implicated as a possible source of noise-sensitive complex-to-simple cell inhibition. However, the properties of this cell (monocular drive, narrow directional tuning and lack of directionality) are typical of noise-insensitive C' cells. Moreover, the chuch cell has a relatively restricted axonal arborisation which makes it ill suited to a role in inter-columnar inhibition. Finally, the postulated noise-sensitive inhibitory input would seem to involve inhibition from a pool of cells, and C' cells are rare in layer IV. On the other hand there is little morphological evidence of an inhibitory input to layer IV from cells in layers III and V. Most basket cells in the superficial and deep layers do have radial projections, but their axonal arborisations are both less profuse and less extensive in layer IV (Peters and Regidor, 1984). Martin et al. 1983, Somogyi et al. 1983, Somogyi and Soltesz 1984, Kisvarday et al. 1985). One superficial layer IV large basket cell recovered by Martin et al. (1983) did have an axonal arborization in layer IV with a lateral spread of 500μm, but this cell had an S-type receptive field. Thus, for some S-cells in layer IV, suppression of bar-evoked responses by synchronously moving noise backgrounds may not depend exclusively on a noise-sensitive inhibitory input. Noise-unresponsive S-cells with zero spontaneous activity, motion of visual noise alone may cause potent inhibition which becomes evident in the in-phase condition when the moving bar causes sufficient excitation to drive cell response above threshold. As discussed in section 8.13, such inhibition could be mediated by circuits within layer IV and need not be noise-sensitive.
8.3.4. Implications And Conclusions

The present results can be related to those of comparable studies in areas 17 and 18, in which a Gaussian noise field was superimposed on a contrast bar in order to simulate a signal detection task (Hoffmann and von Seelen, 1978; Hoffmann et al., 1980; Dinse and von Seelen, 1981b). In area 17, simple cells detect a moving bar embedded in a stationary noise field at higher signal-to-noise ratios than complex cells, while for in-phase motion of bar and noise, the signal detection thresholds of simple cells are lower than those of complex cells (Hoffmann and von Seelen, 1978). The threshold signal-to-noise ratios of complex cells for in-phase motion are understandably related to the strength of response to motion of visual noise alone; those of simple cells are lower than those of geniculate X- and Y-cells, and plausibly reflect a suppression of the response to moving noise by complex cells with high threshold signal-to-noise ratios for in-phase motion (Hoffmann et al., 1980). Indeed, the low detection thresholds of simple cells for in-phase motion of a bar and superimposed noise (Hoffmann and von Seelen, 1978), and the suppressive influences of background motion on simple-cell responses to foreground bars (Hammond and Mackay, 1981b) are probably an expression of the same inhibitory input. In the present study, powerful suppression of bar-evoked responses by synchronous background motion was demonstrated in all noise-sensitive cells in area 18 by systematically varying bar length. It was argued that such suppression is due predominantly to an intracortical noise-sensitive inhibitory input from Group 1 C cells. Thus, one might expect that as in area 17, the detection thresholds of S cells and other noise-insensitive cells in area 18 for a moving bar would be lower if its superimposed background were moved in-phase. However, Dinse and von Seelen (1981b) reported that the detection thresholds of all classes of area 18 cell were comparable whether the superimposed noise field was stationary or moved in-phase, and concluded that this represents an important difference between areas 17 and 18. A crucial point, however, is that due to the inappropriate spatial frequency range of the noise process used in Dinse and von Seelen's (1981b) study, area 18 complex cells did not respond to noise motion.
alone, and thus could not have provided the postulated noise-sensitive inhibitory input to S-cells (and other noise-insensitive cells). Thus, that the signal detection thresholds of area 18 S-cells were comparable for stationary or moving, superimposed noise (Dinse and von Seelen, 1981b) almost certainly reflects the absence of a noise-sensitive inhibitory input to suppress the response to moving noise in the in-phase condition. Conversely, had noise motion alone provided excitatory drive to C-cells, they would presumably have had higher detection thresholds for in-phase motion of a bar and superimposed noise.

Thus, in the light of the present results, it seems reasonable to suppose that the reported differences in signal detection properties of the same cell types in areas 17 and 18 for in-phase motion of a bar and superimposed noise reflect the different spatial frequency ranges of the noise processes used in different studies, rather than representing a genuine areal difference. Comparisons of threshold signal-to-noise ratios of the different cell types in each area for a moving bar and a superimposed stationary noise field strengthen this conclusion. Simple cells in areas 17 and 18 have comparable detection thresholds, which are much higher than those of complex cells (Hoffmann and von Seelen, 1978; Dinse and von Seelen, 1981b). The minority of cells classified as simple by Dinse and von Seelen (1981b) which had intermediate thresholds for the detection of a moving bar embedded in stationary noise may have been B-cells, since cell classification was based on presence or absence of inhibitory sidebands.

Suppression of responses to a moving foreground spot by in-phase motion of background texture has been reported for cells in cat superior colliculus (Mason, 1979; Froemel, 1980a,b) and lateral suprasylvian (LS) cortex (von Grunau and Frost, 1983). The magnitude of in-phase suppression described by the latter authors is comparable to that seen in area 18 cells when bars of suboptimal length are used. However, in both superior colliculus (Froemel, 1980a,b) and the LS area (von Grunau and Frost, 1983), antiphase motion of foreground spot and background texture caused reduced suppression or response facilitation. Hammond
and MacKay (1981b) also reported that the suppressive effects of synchronously moving backgrounds on bar responses of area 17 simple cells were greater for in-phase than for antiphase motion. Further, in the LS area magnitude of in-phase suppression and antiphase facilitation varies with the direction of background motion (von Grunau and Frost, 1983), while in superior colliculus the magnitude of in-phase and antiphase modulation varies with the relative velocity between spot and background texture (Fromel, 1980a,b). Thus no description of noise-insensitive cells in area 18 will be complete without additional tests in which bar and background are moved at different relative velocities both in-phase and antiphase over a range of directions.

8.1. CONCLUSION

In the present study, the use of both oriented and textured stimuli has revealed striking similarities between area 17 and area 18. Confirming previous work (Tretter et al., 1977; Henry, 1977; Henry et al., 1978a, 1979; Harvey, 1980a,b; Ferster, 1981; Orban and Kennedy, 1981), areas 17 and 18 contained similar cell types, which showed comparable differences in secondary response properties. Thus overall, C-cells more often received strong binocular drive than S-cells, and had lower spontaneous activity than either S- or B-cells. S-cells in each area were predominantly direction-selective. In addition, quantitative comparisons confirmed that in each area C-cells had comparable directional tuning which was significantly broader than that of B- or S-cells. S-cells had the narrowest directional tuning, though those in area 18 were more broadly tuned than those in area 17. In the present study, the similarity between areas 17 and 18 has been shown to extend to the noise sensitivity of different cell types and the association for cells within a class between noise sensitivity and receptive field properties. S-cells were predominantly noise-insensitive, while C-cells were more sensitive to noise than B-cells, but showed variation in noise sensitivity which was associated
with other response properties. Strongly noise-sensitive C-cells had broader directional tuning and higher spontaneous activity than other C-cells, and were more often strongly binocularly-driven and direction-selective. However, in area 18, as in area 17 (Hammond and Smith 1983), deep-layer C-cells were more noise-sensitive as a group than superficial-layer C-cells and showed a stronger association between noise sensitivity and response properties. Among B-cells in each area, those sensitive to noise had relatively wide receptive fields and were unique in being spontaneously active.

In both areas 17 and 18, preferred directions for noise and bar motion were dissimilar in all cells. Tuning for noise was labile and varied with velocity, while tuning for bar motion was usually velocity invariant. In each area, a significant proportion of noise-sensitive cells showed variations in tuning for bar motion with velocity, which were associated with the velocity-dependent changes in tuning for noise, though there was some indication that cells with labile bar tuning are more common in area 18 than in area 17. A comparably high proportion of noise-sensitive cells in areas 17 and 18 showed asymmetrical tuning for motion of a long bar, with broader tuning on the flank closest to the preferred direction for noise. In asymmetrical tuning cells from each area in which the appropriate comparisons were made, preferred direction for a spot shifted away from the preferred direction for a bar towards that for noise.

As in area 17 simple cells (Hammond and Mackay 1981a), area 18 cells which were not driven by noise motion alone showed suppression of responses to foreground bars by synchronous motion of background noise. In view of this finding and the comparable sensitivity of C-cells in areas 17 and 18 to noise motion alone, it was argued that the previously reported differences between the same cell types in the two areas in detection thresholds for a bar moving in-phase with a superimposed field of visual noise are attributable to the use of a noise process in area 18 with inappropriate spatial frequency characteristics (Nisse and von Seelen 1983a).

Thus, results from the present study in which both bars and visual noise were
used as stimuli emphasize the overall similarity in neuronal organization of areas 17 and 18 and thus confirm and extend previous work. They are in line with other evidence that the two cortical areas process information in parallel. Thus, the laminar distribution of different cell types is similar in areas 17 and 18 as is the association between cell type and synaptic distance from the thalamus (Singer et al., 1975; Tretter et al., 1975; Henry et al., 1979; Bulher and Henry, 1979a,b,c; Harvey, 1980a,b, Ferster, 1981; Orban and Kennedy, 1981; Martin and Whitteridge, 1984). In area 17 and area 18, cortico-thalamic projections arise from layer VI (Gilbert and Kelly, 1977; Lund et al., 1979; Harvey, 1980b; Tsutomo and Suda, 1980), while layer V is the source of subcortical projections to the superior colliculus, the NTS, the pons and the pulvinar (Hollander, Palmer, and Rosenquist, 1974; Gilbert and Kelly, 1975; Magalhães-Castro et al., 1973; Gibson et al., 1976; Albins and Donato- Oliver, 1977; Kawamura and Chiba, 1979; Lund et al., 1979; Harvey, 1980b; Albins et al., 1981; Schoppmann, 1981). In both areas 17 and 18 cells project to the thalamus (Harvey, 1980a; Tsutomo and Suda, 1980), while layer V cells, which project to pre-oculomotor structures, have properties typical of strongly noise-sensitive, deep-layer C-cells recorded in the present study (Palmer and Rosenquist, 1974; Gibson et al., 1978; Harvey, 1980b; Schoppmann, 1981).

Areas 17 and 18 contain a similar proportion of cells with monosynaptic input from the thalamus (Singer et al., 1975; Tretter et al., 1975), and the properties of area 18 cells do not depend on the functional integrity of area 17 (Dreher and Cotter, 1975; Shek, 1978). Indeed, there are strong reciprocal connections between areas 17 and 18 (Bulher and Kennedy, 1984a; Symonds and Rosenquist, 1984a). From a consideration of visual cortico-cortical connections in the monkey, Orban (1984) has argued that reciprocal connections between two cortical areas which are asymmetrical in their lamination (i.e. in which the input layers are different from the output layers) are vital to the processing of information, whereas more symmetrical connections are not necessary for normal functioning of an area. In this context, there is recent evidence that cortico-cortical projections from areas 17 and 18 ensure the overall similarity in neuronal organization of areas 17 and 18 and thus confirm and extend previous work. They are in line with other evidence that the two cortical areas process information in parallel. Thus, the laminar distribution of different cell types is similar in areas 17 and 18 as is the association between cell type and synaptic distance from the thalamus (Singer et al., 1975; Tretter et al., 1975; Henry et al., 1979; Bulher and Henry, 1979a,b,c Harvey, 1980a,b, Ferster, 1981; Orban and Kennedy, 1981; Martin and Whitteridge, 1984). In area 17 and area 18, cortico-thalamic projections arise from layer VI (Gilbert and Kelly, 1977; Lund et al., 1979; Harvey, 1980b; Tsutomo and Suda, 1980), while layer V is the source of subcortical projections to the superior colliculus, the NTS, the pons and the pulvinar (Hollander, Palmer, and Rosenquist, 1974; Gilbert and Kelly, 1975; Magalhães-Castro et al., 1973; Gibson et al., 1976; Albins and Donato- Oliver, 1977; Kawamura and Chiba, 1979; Lund et al., 1979; Harvey, 1980b; Albins et al., 1981; Schoppmann, 1981). In both areas 17 and 18 cells project to the thalamus (Harvey, 1980a; Tsutomo and Suda, 1980), while layer V cells, which project to pre-oculomotor structures, have properties typical of strongly noise-sensitive, deep-layer C-cells recorded in the present study (Palmer and Rosenquist, 1974; Gibson et al., 1978; Harvey, 1980b; Schoppmann, 1981).
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17 and 18 arise predominantly from the supragranular layers, while projections towards these areas originate predominantly or exclusively in the infragranular layers (Bulher et al., 1984b, Symonds and Rosenquist, 1984b). On the other hand, connections between areas 17 and 18 originate and terminate in most layers, but predominantly in the superficial layers (Bulher et al., 1984b,c; Symonds and Rosenquist, 1984b). In the superficial layers, these connections originate from and terminate in discontinuous patches (Gilbert et al., 1977; Gilbert and Wiesel, 1981b, Bulher et al., 1984b). Symonds and Rosenquist, 1984a) and there is some evidence that a given site in one area receives an input from patches to which it projects (Symonds and Rosenquist, 1984a). Thus, there is now overwhelming evidence that areas 17 and 18 are primary visual areas which process information in parallel (cf. Trettet et al., 1977; Orban, 1977).

The major differences between the two areas are that area 18 cells have larger receptive fields (Hubel and Wiesel, 1962), prefer lower spatial frequencies (Movshon et al., 1978c) and respond to higher stimulus velocities (Orban et al., 1981a,b). Area 18 subserving central vision has clear superiority in the coding of spatial-temporal parameters such as velocity and direction of motion (Orban et al., 1981a,b). Since psychophysical studies have demonstrated the importance of low spatial frequencies for basic pattern recognition, area 18 would seem not simply to be involved in movement detection (Movshon et al., 1978c) but in the perception of patterns during movement and thus would have a complementary function to that of area 17. In this context, Bisti et al., 1985 have recently shown that the spatial frequency response functions of neurons in area 18 but not those in area 17 shift to lower spatial frequencies as velocity is increased, thus paralleling the increase with velocity in relative and absolute sensitivity to low spatial frequencies observed in human psychophysical studies (Burr and Ross, 1982).

What is the source of the major differences between areas 17 and 18? Differences in spatial frequency selectivity in the two areas presumably reflect substantial convergence in the projection from area 17 to area 18 (Gilbert, 1985).
At a relatively greater degree of thalamo-cortical convergence in area 18 (Gesell, 1985, cf. Leventhal, 1979) and differences in the functional type of thalamic input to the two areas Y cells, which provide the predominant thalamic input to area 18, are much more sensitive to low spatial frequencies than are X-cells (Lehmkuhle et al., 1980, Troy 1988a) which project almost exclusively to area 17. Area 18 receives a more substantial input than area 17 from the MN (Hollander and Vanegas, 1977, Gesell, 1980), whose Y-cells have larger receptive fields than those in the laminated dLGN (Kratz et al., 1978; Dreher and Selton, 1979). Irrespective of their location in the thalamus Y-cells have more extensive arborizations in area 18 than in area 17 (Humphrey et al., 1985a,b). The recent evidence of Bucht and Albus (1987) suggests that only a small proportion of geniculate cells involved in the projection to areas 17 and 18 have axons which branch to supply both areas. Compared with area 17 area 18 receives a greater proportion of its thalamic input from lamina C of the dLGN (Hollander and Vanegas, 1977) while, in the dorsal layers, the greatest concentration of area 18-projecting cells is found in the ventral part of lamina A1 (Gesell, 1985). Significantly, lamina C Y-cells are more sensitive than other Y-cells in the dLGN, particularly at low spatial frequencies (Frisella and Lehmkuhle, 1984), and Y-cells located ventrally in lamina A1 and in lamina C have relatively low spatial resolution and short-latency retinal input (Moshon, 1981). According to Friedlander et al. (1979, 1981) geniculate Y-cells can have either class 1 or class 2 morphology (Gundersen, 1986). Since the axons of geniculate cells have conduction velocities which match those of their afferents (Cleland et al., 1971b, 1975; Hoffmann et al., 1972; Wilson et al., 1976; Dreher and Selton, 1979), and since class 1 cells have larger calibre axons than class 2 cells (Ferster and LeVay, 1978), geniculate Y-cells with the lowest spatial resolution may be predominantly class 1 cells, and this morphological type provides the Y input to area 18 (LeVay and Ferster, 1977; Meyer and Albus, 1981b). The relatively large dendritic trees of class 1 Y-cells (Friedlander et al., 1979, 1981) are presumably able to support a greater degree of excitatory convergence.
ibly play an insubstantial role in determining the differences in velocity sensitivity of the two areas, since these are much greater than those of X- and Y-cells (Orban et al., 1985). Moreover, while the differences in velocity sensitivity of X- and Y-cells are due almost entirely to spatial factors (Hamamaki and Cohen, 1977; Bullier and Norton, 1979b; Lehmkuhl et al., 1980; Lenne, 1980; Cleland and Harding, 1983; Troy, 1983; Cleland and Lee, 1985), temporal factors would seem to be more important in determining the differences in velocity sensitivity of areas 17 and 18 (Movshon et al., 1978c; Duyens et al., 1985a,b). In this context, however, it is noteworthy that Y-cells in the laminated dLGN with the lowest spatial resolution and shortest-latency retinal input also have the highest temporal resolution (Movshon, 1981) and it was argued that these cells provide a substantial input to area 18.
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