




















Table 2. FELLWALKER parameter settings used
in the source extraction.

FELLWALKER.ALLOWEDGE
FELLWALKER.CLEANITER
FELLWALKER.FLATSLOPE
FELLWALKER.FWHMBEAM
FELLWALKER.MAXBAD
FELLWALKER.MAXJUMP
FELLWALKER.MINDIP

S
()

FELLWALKER.MINHEIGHT
FELLWALKER.MINPIX
FELLWALKER.NOISE
FELLWALKER.RMS
FELLWALKER.SHAPE ellipse
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Figure 9. Aperture corrections determined by Dempsey et al. (2013b, filled
circles) and re-normalized to a value of 100 per cent at the largest aperture,
then fitted with a fifth-order polynomial fit (dashed line), from which cor-
rections were applied to the integrated fluxes produced by FELLWALKER.

of a point source. In this case, the observations of Neptune, reduced
in the same manner as the science data were used, producing a
beam integral value of 17.5, which is significantly larger than that
expected for a Gaussian beam (~14), although the FWHM of the
Neptune image is consistent with the latter. This is due to significant
power in the wings of the JCMT beam, as discussed by Dempsey
et al. (2013b).

In addition to this, the FW method, in common with similar
algorithms, effectively uses variable aperture photometry to produce
integrated flux densities, with the aperture size set by the number of
associated pixels above the inclusion threshold in the source masks.
This number is SNR dependent and so requires the application of
an aperture correction. This has been done by converting the area
in pixels (A) of each source to an effective source circular radius
r =60./A/m, where 0 is the angular pixel scale, and then using
the aperture correction values tabulated by Dempsey et al. (2013b).
The latter were checked using our own observation of Neptune, and
found to be consistent to within 1 per cent. Values intermediate to
those tabulated were interpolated using a polynomial fit (see Fig. 9).
Note that these corrections are only approximate, since they take no
account of departures from circular symmetry. However, they only
significantly affect small sources, those with sizes only a little larger
than the beam, and these are likely to be circular. Most irregular
sources are extended with respect to the beam and for sources with
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Figure 10. Comparison of the peak flux densities of extracted JPS sources
to the corresponding ATLASGAL compact sources — top: unsmoothed data
with 484 matches; bottom: with JPS data convolved to the resolution of
ATLASGAL, producing 500 matches.

diameters >60 arcsec the correction is of the order of 10 per cent
or less. It is also the case that very compact and unresolved sources
are relatively rare. The error beam contribution is estimated to have
an amplitude of 2 per cent (Dempsey et al. 2013b), which is much
less than the other uncertainties.

As a check on the photometry of the sources extracted by FELL-
WALKER, we have compared the peak flux densities of the JPS com-
pact sources to those of spatially corresponding detections in the
ATLASGAL survey (Contreras et al. 2013). We searched the AT-
LASGAL compact-source catalogue (Urquhart et al. 2014b) for the
closest spatial coincidence within 10 arcsec of each JPS detection
and found 484 matching sources. Fig. 10 (upper panel) shows the
comparison of peak flux densities for this initial matched list. It can
be seen that the JPS peak flux densities are systematically lower
than those of ATLASGAL, with a scatter that increases towards
lower values. Much of this systematic difference can be attributed
to the fact that most sources in the ATLASGAL catalogue were
found to be at least somewhat extended. Given the larger APEX
beam (19 arcsec, compared to around 14.5 arcsec for JCMT) at
these wavelengths, we expect peak flux densities to be larger in the
former data. To correct for this, we repeated the JPS source extrac-
tion after convolving the data to the ATLASGAL spatial resolution
and scaling the signal level so as to restore the (equality of) peak and
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integrated flux densities of point sources. The lower panel of Fig. 10
shows the result, this time with 500 positional matches and a sig-
nificant improvement in the flux matching. The mean ratio of peak
flux densities in the two catalogues for these latter matched sources
is Sgs0(JPS)/Sg70(ATLAS) = 0.93 &+ 0.01 and a standard deviation
of 0.12. Despite being observed with different telescopes and de-
tectors and using unrelated techniques, reduced using different pro-
cedures and the source extraction being done using independent
methods (ATLASGAL uses SEXTRACTOR), the fluxes in the two cat-
alogues are in very good agreement. This is, therefore, an important
consistency check on the reliability of the results of both catalogues.

The scatter in the correlation widens at lower flux densities as
might be expected where the SNR in the ATLASGAL data becomes
low. However, there is also a deviation from the correlation at the low
end, in the form of a tail with high values of Sgso(JPS)/Sg70(ATLAS).
This tail may be the result of a bias related to the flux-boosting bias
found in the JPS data (see Section 4.5). Without it, the correspon-
dence between the two flux scales becomes almost perfect. Taking
only JPS fluxes above 0.5 Jy beam™', the mean peak-flux-density
ratio in the matched sample is 1.001 4= 0.001 and the median value
is 1.012.

4.4 Completeness tests

To test the efficiency of the source-extraction algorithm as a function
of source flux we injected artificial compact sources on to a field of
uniform noise, the latter distributed as a Gaussian with a standard
deviation of ~20 mJy beam !, similar to that in the data. The source
profiles were Gaussian and circularly symmetrical with FWHM
= 5 pixels (20 arcsec). FELLWALKER was then used with the same
settings as in the survey data to recover the artificial sources. The
rate of detections as a function of input flux density then allows us
to benchmark the performance of the extraction algorithm in this
idealized case.

The cupip task MAKECLUMPS was used to generate a catalogue
of artificial objects with a uniform distribution in ¢, b. The peak
fluxes of the injected objects were uniformly distributed between
0.02 and 0.5 Jy beam™! and the source profiles were Gaussian with
FWHM of 5 pixels (20 arcsec). We used the size of the survey
field as a template and injected a similar number of sources as was
detected by FELLWALKER in the data. Fig. 11 shows the number of
sources recovered as a function of input peak flux and that the source
extraction algorithm is approximately 95 per cent complete above
80 mJy beam™! (~40).

Fig. 12 compares the values of the original and recovered peak
flux densities of the injected sources. These are very well corre-
lated, showing that, in general, source fluxes are recovered accu-
rately. However, the recovered fluxes for the weaker sources are
systematically higher than their injected values. The reason for this
is that FELLWALKER sets the peak flux to be the value of the brightest
pixel in the source and, since the injected sources are all slightly
extended, there is often a pixel with a positive noise deviation near
the peak that adds constructively to the measured peak flux, creating
a small bias. This results in the average measured flux density being
approximately 1o larger than expected for the weaker sources. This
systematic bias to higher flux values for weaker sources is well fitted
by a second-order polynomial function (Fig. 12) and the recovered
real source flux densities can be corrected accordingly.

The polynomial coefficients are: S,(corr) = —0.0374 +
1.187 S, (orig) — 0.265 S, (orig)?, where S,(corr) and S, (orig) are
the corrected and original peak flux values (in Jy beam™'), re-
spectively. We apply this correction to all sources with peak flux
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Figure 11. The ratio of recovered to injected source counts as a function
of input peak flux density. The dashed vertical lines indicate (from left to
right) the 1o, 30, 50 and 70 noise levels.
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Figure 12. A comparison of recovered peak flux densities to the input
values for the artificial sources used in the completeness tests. The solid
blue line represents equality and the dashed red curve shows the result of a
polynomial fit to the data.

densities below 0.3 Jy beam™!. Above this value the correction is
not necessary as it is only a few percent of the flux value, sig-
nificantly less than the <5 percent flux calibration uncertainty in
850-pm SCUBA-2 data.

4.5 Flux distributions (peak and integrated)

Fig. 13 shows the distribution of peak flux densities in the sample of
compact sources extracted from the £ = 30 field, as described above
and listed in Table 1. Similarly, Fig. 14 shows the distribution of
integrated flux densities. Both of these are compared, without cor-
rections for differing beam size, to the equivalent distributions in the
sources extracted from the ATLASGAL compact-source catalogue
(Contreras et al. 2013; Urquhart et al. 2014b; note that a later AT-
LASGAL catalogue is available; Csengeri et al. 2014) in the same
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Figure 13. Distribution of peak flux densities of all extracted compact
sources in the ¢ = 30 field (grey shaded histogram) with the equivalent
ATLASGAL distribution in the same projected area of sky (blue outline
histogram). The red line indicates the linear least-squares fit to the data
above the completeness turnover.
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Figure 14. Distribution of integrated flux densities of the extracted compact
sources in the £ = 30 field (grey shaded histogram) with the equivalent
ATLASGAL distribution in the same projected area of sky (blue outline
histogram)

area of sky. Both figures include a power-law fit to the JPS data
above the turnovers in each case.

The distributions in Fig. 13 are very similar, with much the same
slope that approximates well to a power law in both data sets. The
main difference is that the ATLASGAL distribution turns over at
a peak flux density about five times higher than that of the JPS
sample and has a slight excess of brighter sources. In contrast,
the integrated flux-density distributions in Fig. 14 are significantly
different. The ATLASGAL sample distribution is shifted to values
that are around a factor of 2 higher than for JPS and appears to be
less well represented by a power law. The latter difference is likely
to be the result of source merging in the larger APEX telescope
beam (~19 arcsec FWHM).

The JCMT Plane Survey 4273

The turnover in the peak flux-density distribution, which can
normally be assumed to mark the effects of incompleteness in the
sample, is significantly higher than the limit calculated from the tests
on artificial data described above. This is likely to be because of
confusion due to source crowding and perhaps non-uniform noise,
effects that are likely to be position dependent within the survey. If
this is the case, the true completeness limit in the £ = 30° field may
be as high as 0.1-0.2 Jy beam™! (which may be compared to the cor-
responding limit in the ATLASGAL survey at 0.3-0.5 Jy beam™',
Contreras et al. 2013). Estimating again from the turnovers in the
distributions, the JPS integrated source flux densities appear com-
plete above ~0.8 Jy while ATLASGAL limit is around 2-3 Jy. More
rigorous tests will be conducted to quantify completeness when the
entire JPS data set is available.

4.6 The mass distribution of clumps in W43

The W43 Giant Molecular Complex is the most distinctive feature in
the JPS / = 30° observations and dominates the emission within the
region. This massive-star-forming complex is thought to be at the
end of the Galactic Long Bar and molecular clouds associated with
it cover longitudes of / = 29-32 and latitudes of | b |< 1° (Nguyen-
Luong et al. 2011) and are found at velocities of 80—110 km s™!.

By extracting spectra at the positions of the catalogued JPS
sources from '3CO J = 3 — 2 data cubes in the CO Heterodyne
Inner Milky Way Plane Survey (Rigby et al., in preparation), which
are briefly described in Eden et al. (2012), or in *COJ =1 —
0 from the GRS, we can identify JPS sources that are in the /, b,
v range associated with the W43 complex. Because of the latitude
range of the 3CO J = 3 — 2 survey, GRS data were used for
sources with | b | > 0°5.

676 JPS sources were found in the appropriate / and b range for
W43, 47 of which required the extraction of GRS spectra to identify
their velocities. 450 of these have velocities within the W43 limits
and so are considered to be associated with the complex.

The masses of the sources were calculated using the standard
optically thin conversion,

S, D?
M=——-—-. (1)
Ky B\)(Td )
Taking the mass absorption coefficient at A = 850 pum to be
K50 =0.001 m?> kg~! (Mitchell et al. 2001), and assuming a distance
of 5.49 kpc (Zhang et al. 2014) and a single dust temperature of 18 K
for all sources, the conversion becomes M/M¢g = 225 x Sgso/]y.

We use the derived masses to plot the clump-mass function
(CMF) of the W43 complex and this is presented in Fig. 15. As-
suming the CMF to be a power law above the observed turnover
(logio(M/M@) =2.4) of the form AN/AM o< M*, aleast-squares fit
to the CMF gives an index of @« = —1.87 £ 0.05. This is consistent
with the results of Urquhart et al. (2014c), who found values in the
range —1.85 to —1.91 for ATLASGAL clumps that house tracers
of massive-star formation, across different evolutionary stages and
distributed over a large section of the GP.

The slope of the distribution is also consistent with those found
for Galactic giant molecular clouds (GMCs), although the mass
range is very different. The spectrum of GMC masses greater than
(log1o(M/M@) = 4) can also be fitted by a power law, with studies
by Solomon et al. (1987), Heyer, Carpenter & Snell (2001) and
Roman-Duval et al. (2010), giving —1.50 & 0.36, —1.80 £ 0.03 and
—2.02 £ 0.11, respectively (the Roman-Duval et al. value has been
re-calculated for AN/AM, rather than AN/Alog M, as published).
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Figure 15. The mass function of JPS compact sources associated with
clouds in the W43 complex. The red line indicates the least-squares linear
fit to the data and the error bars indicate the Poisson statistics.

The fact that the mass functions of the clump and cloud popu-
lations are indistinguishable, both across the GP and in a specific
region as in this study, suggests that the same process, whether
physical or stochastic, is determining both distributions. Measure-
ments of the fraction of molecular gas within clouds that has been
converted into dense clumps (the CFE), using the BGPS (Eden et al.
2012, 2013; Battisti & Heyer 2014) found a fairly constant value
between 5 and 15 per cent when averaged over samples of clouds.
This, together with a consistent power-law index for the mass func-
tions of clouds and clumps, suggests that, outside of the Galactic
Centre regions, the CFE is not sensitive to the local environment on
kiloparsec scales (large variations in CFE from cloud to cloud are
found on smaller scales, however; see Eden et al. 2012).

4.7 Star formation in the W43 sample

4.7.1 Virial state

To calculate the virial masses of the W43 sources, the measured
13CO line width was corrected to estimate the average velocity
dispersion of the total column of gas. Using the prescription of
Fuller & Myers (1992), the average line-of-sight velocity dispersion
is

kain 1 1

Av,, = Avl, +8In2 x —= (— - —) , ()
my Mgas Mnco

where AvZ _ is the observed CO line width corrected for the spec-
trometer resolution, k is the Boltzmann constant, 7y, is the gas
kinetic temperature, taken to be 12 K from the average excitation
temperatures found for W43 clouds from *CO J = 2-1 data by
Carlhoff et al. (2013). The values in the latter work are derived
from a single transition and are therefore lower limits. The choice
is not critical, however, as in any case the thermal line-width cor-
rection to the velocity dispersion in equation (2) is small (no more
than 10 per cent). The mean masses of molecular gas and of carbon
monoxide are g, = 2.33 and uco = 28, respectively. The virial
mass for each clump can then be calculated from

( MVir ) ( 3 ) ( Avavg ) 2
=161 — ) (3)
Mg pc kms~!
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Figure 16. Distribution of calculated virial ratios for the dense clumps
identified with the W43 complex.

(Urquhart et al. 2014c), where R is the half-power radius of the
clump, evaluated from the geometric mean of 0, and o i, from
Table 1.

The distribution of the virial ratios (& = Mir/Mcjump of the W43
clumps is shown in Fig. 16. The distribution peaks just below o =2
with a logarithmic mean of —0.080 and median of —0.236.

It is a commonly observed result that virial ratios tend to cluster
around a value within a factor of 2 of unity. Allowing for scatter due
to random error, this is usually taken to indicate that the majority
of the clumps can be considered to be gravitationally bound and
are likely to be either pre-stellar or protostellar. It should be noted,
however, that such results are probably subject to selection effects,
especially that arising from the lack of stable equilibria between
internal pressure and gravity, and the consequent short-lived nature
of heavily gravitationally sub- or supercritical clump material that
is observable in the 850-pm continuum,

Kauffmann, Pillai & Goldsmith (2013, originally Bertoldi & Mc-
Kee 1992) define the critical value for the virial ratio as a = 2 for
sources which are not supported by a magnetic field and, as a re-
sult, sources with o < 2 are gravitationally unstable and require the
presence of a strong magnetic field to provide support. This is the
case for 93 per cent of the W43 sources.

A strong relationship of decreasing « with increasing clump mass
is found, similar to that seen in the results of Kauffmann et al. (2013)
and by Urquhart et al. (2014b) for ATLASGAL clumps associated
with tracers of massive star formation, and is shown in Fig. 17. A fit
to the data finds a slope of —0.42 % 0.06, consistent with Urquhart
etal. (2014c¢), who find —0.53 4 0.16. This may again be the result
of selection effects, particularly those associated with the mixing of
gas and dust tracers in the analysis. Taken at face value, however,
this relationship suggests that the clumps in the sample are not
quite Larson-like. Such objects would have Av oc M*? and M oc R?,
which would give o ~ const. The observed relation requires either
a steeper dependence of M on R or Av to be virtually constant,
or both.
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Figure 17. Dependence of virial ratio on clump mass in the dense clumps
identified with the W43 complex; The linear fit shown by the dashed line is
—0.42 +0.08

4.7.2 Evolutionary state

W43 is a site of recent and ongoing star formation. The scale of the
current star formation activity can be determined by JPS clumps that
are coincident with 70-pm Hi-GAL compact sources, the presence
of which is taken to be a reliable indicator of star formation (e.g.
Faimali et al. 2012).

A total of 287 70-um sources were found to be coincident with
233 clumps from the W43 complex sample, with the majority of
JPS clumps found to be coincident with a single Hi-GAL source
(185 clumps). The largest number of Hi-GAL sources found to be
associated with a single JPS clump was 3, which happened on five
occasions.

The sample of massive clumps in W43 is complete above
~100 M, and 440 of the whole sample of 450 have masses above
this value. If we assume that the SFR is constant, the relative sta-
tistical lifetimes of the pre-stellar and star-forming clumps above
this threshold is given by the relative numbers in the two subsets.
By taking the lifetime of the clumps to be 0.5 Myr (e.g. Ginsburg
et al. 2012), we find that the relative lifetimes of the two phases
are 0.26 x 10% and 0.24 x 10° yr for the star-forming and non-
star-forming clumps, respectively. It is no surprise that the lifetimes
of the two phases are very similar as the starless lifetime of an
eventual star-forming clump has been estimated at less than half a
Myr (e.g. Ginsburg et al. 2012) and the time-scale of the IR-bright
stage of MYSOs ranges from 7 x 10* to 4 x 10° yr, for sources
with luminosities between 10* and 10° L (Mottram et al. 2011),
respectively.

In a sample-based study, the luminosity of the YSOs detected
at 70 um can be usefully estimated from the mean ratio of the
70-um flux to integrated infrared YSO luminosity obtained from
the sample of Eden et al. (2015). This ratio was measured to be
logo(Fvo1/ F70 um) = 1.96 with a standard deviation of 0.56. The
resulting luminosities can then be used to calculate the ratio L/M
for the individual clumps. The resulting distribution of L/M values
is shown in Fig. 18.

The range of values matches those found by Eden et al.
(2015), varying between 0 and 80 L /M@, with a mean value of
6.50 £ 0.66 Ln /M and a median value of 2.56 £ 2.06 Lo /M¢.
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Figure 18. The distribution of the ratio between clump (IR) luminosity
to clump mass for the subset of sources in the W43 JPS sample that have
associated 70-um detections in the Hi-GAL data.

The distribution of L/M is consistent with being lognormal with
both Anderson-Darling and Shapiro-Wilk tests giving probabili-
ties of 0.107 and 0.151, respectively. The distribution can therefore
be fitted with a Gaussian which has a mean of log;o(L/M) = 0.48
(i.e. L/M = 3.0) and a standard deviation of 1.14, giving a standard
error on the mean of 0.075 or about 20 per cent. These representative
values are close to those found in an analysis of Hi-GAL data on
infrared dark clouds in the longitude range 15° < £ < 55° by Traf-
icante et al. (2015), who found mean L/M values of ~3.6 and ~5.7
for starless and protostellar sources, respectively. The presence of
a lognormal distribution tells us that the processes behind the dis-
tribution of L/M values, both in this region and across the GP, are
the result of the multiplicative effect of multiple random processes
within star-forming regions, be these the larger molecular-cloud
environments (indicated by the lognormal distribution of clump-
mass to cloud-mass ratios: Eden et al. 2012, 2013), or individual
star-forming clumps.

Fig. 19 shows the relationship between L and M for the sub-
set of clumps associated with the W43 cloud. The gradient of the
bisection-method linear regression fit to the distribution of points
in log space is 1.76 £ 0.16. This is significantly steeper than
the value of 1.09 £ 0.13 found by Urquhart et al. (2014c¢), for a
distance-limited set of ATLASGAL clumps associated with tracers
of massive star formation (methanol masers, H 1 regions and RMS
MYSOs). The difference may be accounted for by the inclusion
of a population of sources with low L/M values at masses below
~10* M, that may be relatively unevolved.

The mean value of L/M in W43 is significantly lower than that of
16.0 = 0.7 found for all ATLASGAL clumps associated with mas-
sive star formation but is closer to the 6.8 &= 0.7 found for methanol-
maser-associated clumps alone by Urquhart et al. (2014b). L/M is
only weakly dependent on M, if at all, so the inclusion of higher
mass clumps in the ATLASGAL sample should not account for
this. The distribution in Fig. 19 suggests rather that the W43 sam-
ple includes an excess population of sources in the mass range 100
to 1000 M with low L/M values. These sources may be rela-
tively young. Nguyen-Luong et al. (2011) found that the ‘future’
(i.e. incipient) SFR in W43, as traced by the submm continuum, is
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Figure 19. The relationship between embedded IR luminosity and clump
mass for the subset of sources in the W43 JPS sample that have associated
70-um detections in the Hi-GAL data. The red dot—dashed line indicates the
linear fit to the JPS data. Also shown are the relationships found by Urquhart
etal. (2014b) for ATLASGAL sources associated with: any tracer of massive
star formation (green dashed line) and a distance-limited subsample (yellow
dot—dashed); methanol masers only (blue dotted line). The gradients of those
lines are 1.03, 1.09 and 0.857, respectively.

around five times larger than the current SFR estimated from the
8-pm luminosity, and the larger value is consistent with the similar
prediction by Motte et al. (2003, and see also Nguyen-Luong et al.
2013).

5 SUMMARY

Early results from the JCMT Plane Survey, part of the JCMT Legacy
Survey programme are presented from the survey region centred on
Galactic longitude £ = 30°. The results incorporate data at about
the 40 per cent completion stage (in both this region and the whole
survey), the point at which the sensitivity appears close to the con-
fusion limit in this crowded area of the GP.

The contamination of the 850-pum continuum band by emission
in the '2CO J = 3-2 line was investigated using COHRS data. The
majority of the significant continuum emission has contamination
levels in the region of a few per cent, less than the flux calibration
uncertainty, and insufficient to warrant the development of a detailed
correction method at this time.

Compact-source identification and extraction are done using the
FELLWALKER algorithm resulting in a sample of 1029 objects above a
5o flux threshold. The measured peak flux densities in this sample
are compared to those in positionally matched detections from the
ATLASGAL 870-pm compact-source catalogue and found to be
consistent after correction for the different beam sizes.

Initial completeness tests were made using FW to retrieve artifi-
cial sources from a uniform Gaussian noise field with rms deviation
equivalent to that in the data. The source flux densities were re-
covered accurately above peak values of 0.3 mJy beam™'. Below
this, fluxes tended to be overestimated, perhaps due to noise-related
biasing in the detection method. Source flux densities below 0.3
mJy beam™! have been corrected for this effect. The complete-
ness limit estimated in this way is of 95 percent completeness
above 80 mJy beam™', which is around 4o in these data. The
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true completeness limit in the £ = 30° region is larger than this,
however, probably due to confusion. We estimate this level to be
about 0.2 Jy beam~!. The corresponding limit in the integrated flux
densities is ~0.8 Jy which may be compared to a limit of 4-8 Jy in
the ATLASGAL survey.

The population of dense clumps associated with the W43
massive-star-forming complex clump masses is analysed. The virial
state of these clumps is clustered around the equilibrium value. The
relative statistical lifetime of the protostellar and starless clumps
(with and without a 70-pum detection) are about equal and the distri-
bution of the ratio L/M_,m, suggests that these sources are younger
than the Milky Way average.
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